The cost of sensitive response and accurate adaptation in networks with an incoherent type-1 feed-forward loop
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The incoherent type-1 feed-forward loop (I1-FFL) is ubiquitous in biological regulatory circuits. Although much is known about the functions of the I1-FFL motif, the energy cost incurred in the network and how it affects the performance of the network have not been investigated. Here, we study a generic I1-FFL enzymatic reaction network modelled after the GEF–GAP–Ras pathway responsible for chemosensory adaptation in eukaryotic cells. Our analysis shows that the I1-FFL network always operates out of equilibrium. Continuous energy dissipation is necessary to drive an internal phosphorylation–dephosphorylation cycle that is crucial in achieving strong short-time response and accurate long-time adaptation. In particular, we show quantitatively that the energy dissipated in the I1-FFL network is used (i) to increase the system’s initial response to the input signals; (ii) to enhance the adaptation accuracy at steady state; and (iii) to expand the range of such accurate adaptation. Moreover, we find that the energy dissipation rate, the catalytic speed and the maximum adaptation accuracy in the I1-FFL network satisfy the same energy–speed–accuracy relationship as in the negative-feedback-loop (NFL) networks. Because the I1-FFL and NFL are the only two basic network motifs that enable accurate adaptation, our results suggest that a universal cost–performance trade-off principle may underlie all cellular adaptation processes independent of the detailed biochemical circuit architecture.

1. Introduction

Cells regulate their responses to environmental changes by using different intracellular biochemical circuits (networks). Despite their complexity, these regulatory networks contain many recurring interaction patterns called network motifs, each carrying out specific biological functions [1,2]. One of the most common regulatory motifs is the incoherent type-1 feed-forward loop (I1-FFL), where the input triggers the output response and also activates a negative controller, which eventually suppresses the output. Many occurrences of the I1-FFL-type circuits have been identified in bacteria, yeast, animal and human stem cells [3–8]. Experimental and theoretical studies have further discovered that the I1-FFL motif carries out many beneficial functions in various biological contexts, such as generating pulse responses upon external stimuli [9,10], accelerating gene expression [10,11], measuring fold changes of environmental signals [12–14] and adapting accurately to a broad range of chemical concentrations [15,16].

As illustrated in figure 1a, an I1-FFL network motif is composed of an input A which activates the downstream output C and at the same time turns on a negative controller R to deactivate C [10,17]. These two opposing pathways from input to output operate at different time scales, with the activation faster than the inhibition. This time-scale difference results in a fast response to an external stimulus followed by a slower recovery. An important feature of the I1-FFL network is that both the activation and inhibition effects originate from the same input. Therefore, in response to a persistent input, the inhibition and the activation effects become equal at long time scale and they cancel each other, resulting in a steady-state output that is independent of the input [16]. In other words, the I1-FFL network...
can achieve accurate adaptation, an important function for all sensory systems in biology.

It has been well established that accurate adaptation is essential for gradient sensing in eukaryotic chemotaxis [18,19]. A recent study of Dictyostelium discoideum chemotaxis by Takeda et al. [20] provided strong evidence that the membrane-localized Ras activity central to gradient sensing in D. discoideum is controlled by an I1-FFL-type reaction network. In particular, two opposing enzymes, guanine nucleotide exchange factor (GEF) and GTPase-activating protein (GAP), activate and deactivate Ras, respectively. GEF exchanges guanosine diphosphate (GDP) with guanosine triphosphate (GTP), whereas GAP stimulates the hydrolysis of GTP to GDP [21,22]. Because these two enzymes are activated (with different rates) after receiving the same signal from the G-protein-coupled receptors (GPCRs), the activated Ras level adapts accurately to its pre-stimulus level after an initial transient response.

Although much progress has been made in understanding the functional benefits of various biochemical networks, little is known about the costs of achieving biological functions, such as gene regulation and sensory adaptation. It is not surprising that energy dissipation is required to drive biological processes, but a detailed understanding of how such energy consumption dissipation affects the functional performance of the biochemical network is still lacking. For example, in the D. discoideum chemotaxis pathway, GTP is continuously hydrolysed such as in all other GPCR signalling pathways, but we do not know whether the energy release from GTP hydrolysis is used in carrying out certain biological functions, such as response and adaptation, or whether it is merely a by-product of a futile biochemical cycle.

In this paper, we address this problem by studying the energetics of an I1-FFL-type biochemical network model motivated by the GEF–GAP–Ras pathway crucial for Dictyostelium chemotaxis. First, our analysis shows explicitly that continuous energy dissipation occurs in the I1-FFL-type reaction network for it to respond and adapt to the external stimuli. Following this insight, the main part of the paper is focused on understanding the way energy is used in enabling the sensory functions of the I1-FFL network. In particular, our analysis reveals quantitatively how continuous energy dissipation enhances both the short-time response sensitivity and the steady-state (long-time) adaptation accuracy. Furthermore, we find that the energy–performance trade-off for I1-FFL follows the same energy–speed–accuracy (ESA) relation as in negative-feedback-loop (NFL) networks studied in [23]. According to a recent study [16], the I1-FFL and NFL networks are the only two three-node network motifs that enable accurate adaptation. Therefore, our results here for the I1-FFL network, together with our earlier results for the NFL network [23], suggest that the trade-off relationship between adaptation accuracy and its minimum energy cost may be universal and independent of the detailed underlying network architecture.

2. Model

2.1. The catalytic network and the kinetic model

To analyse the properties of the abstract I1-FFL motif within a realistic biological realm, we have constructed a detailed biochemical reaction network motivated by the Ras pathway in Dictyostelium chemotaxis. In this biochemical reaction network shown in figure 1b, the upstream signal A triggers the synthesis (or activation) of two opposing enzymes B1 (activator) and B2 (inhibitor) at different rates $\tau_1^{-1}$ and $\tau_2^{-1}$,
respectively. The substrate has two conformations: the inactive conformation C and the active conformation C*. The two enzymes act in opposite directions: the activator B$_1$ catalyses the reaction from C to C*$\ddagger$; the inhibitor B$_2$ catalyses the reverse reaction from C* to C. The output of the network is defined as the level of unbound C*. C* responds to the input signal and is also subject to regulation by the network. In the case of Dictyostelium chemotaxis, A is the GPCR, B$_1$ and B$_2$ are GEF and GAP, respectively, and C is Ras–GDP and C* is Ras–GTP.

In the two catalytic reactions, the enzymes first form intermediate complexes with initial reactants (M$_i$ for the activation complex and M$_j$ for the deactivation complex), which then turn over into final products [24]. The kinetics within the network can be mathematically described by the rate equations:

\[
\frac{d[B_1]}{dt} = \frac{1}{\tau_1}([A] - [B_1]) - (f_1[C] + f_2[C^*])B_1 + (f_1^* + f_2)M_1,
\]

\[
\frac{d[B_2]}{dt} = \frac{1}{\tau_2}([A] - [B_2]),
\]

\[
\frac{d[M_1]}{dt} = (f_1[C] + f_2[C^*])B_1 - (f_1^* + f_2)M_1,
\]

\[
\frac{d[M_2]}{dt} = (g_1[C^*] + g_2[C])[B_2] - (g_1^* + g_2)M_2,
\]

\[
\frac{d[C]}{dt} = f_1[M_1] + g_2[M_2] - (f_1[B_1] + g_2[B_2])[C],
\]

\[
\frac{d[C^*]}{dt} = g_1[M_2] + f_2[M_1] - (g_1[B_1] + f_2[B_1])[C^*],
\]

where $f_{1(2)}$ and $g_{1(2)}$ are forward reaction rates for enzymes B$_1$ and B$_2$, respectively; $f_{1(2)}$ and $g_{1(2)}$ are the corresponding reverse reaction rates, as denoted in figure 1b. Here, we have normalized the enzyme concentrations so that their synthesis rates (from A) equal their degradation rates, which are $\tau_1$ and $\tau_2$ for B$_1$ and B$_2$, respectively.

### 2.2. Model parameters and characteristics

To distinguish the equilibrium systems from the non-equilibrium ones, we define a parameter $\gamma = \frac{f_1 f_2 g_1 g_2}{f_1^* f_2^* g_1^* g_2^*}$. In equilibrium systems, detailed balance holds, so $\gamma = 1$. If the enzymatic reactions operate out of equilibrium, then $\gamma$ is different from unity [25]. Note that the Michaelis– Menten catalytic mechanism assumes $f_{2(2)}^* = g_{2(2)}^* = 0$ (i.e. $\gamma = 0$), which corresponds to the extreme non-equilibrium case of forbidding the reverse reaction from the products to the intermediate complexes. Here, we use the parameter $0 < \gamma < 1$ to characterize the non-equilibriumness of the network. The activation of B$_1$ by A is assumed to be much faster than all the other processes, $\tau_1 > \tau_2 > f_{1(2)}$ and $g_{1(2)}$, so that we can take the approximation $\tau_1 = \infty$ and set $[B_1] = [A]$. We denote the other time scale $\tau_2 = 1$ to set the time scale in our model. For convenience of analytical analysis, we also consider the ‘symmetric’ case where the catalytic rates are identical for the two enzymes ($f_{1(2)} = g_{1(2)} = f_{1(2)}^*$) so that $f_2 = \sqrt{f_1 f_2 f_1^* f_2^*}$. The total substrate concentration $[C]_1 = [C] + [C^*] = [M_1] + [M_2]$ is set to be unity to normalize the scale for chemical concentrations in our model. After these rescalings, our model is described by five dimensionless independent parameters: $f_1, f_2, f_2$, the input signal strength $[A]$ and the non-equilibrium factor $\gamma$. We have tested the generality of the conclusions derived from this simplified symmetric case by testing two representative asymmetric cases: the two enzymes have (i) the same Michaelis constants but different turnover rates or (ii) the same turnover rates but different Michaelis constants (see the electronic supplementary material for details). Both scenarios lead to qualitatively the same conclusions that are presented in the rest of this paper.

A response of the system to an input change at time $t = 0$ is shown in figure 1c for $\gamma = 0$. Because of the fast synthesis of B$_2$, $[C^*]$ first increases to its peak level $[C^*]_{\text{max}}$ at time $T_{\text{max}}$. Then, as the inhibitor B$_2$ is slowly turned on, $[C^*]$ reduces back to a steady-state level $[C^*]_{\text{steady}}$ that is close to the pre-stimulus value $[C^*]_0$. The response dynamics of the system is characterized by $[C^*]_{\text{max}}$ and $T_{\text{max}}$ and its adaptation accuracy is characterized by $[C^*]_{\text{steady}} - [C^*]_0$. In the following, we study how these characteristics of the network performance depend on the pathway parameters; in particular, the non-equilibrium parameter $\gamma$, which determines the energy cost for operating the biochemical circuit.

### 3. Results

#### 3.1. The dynamics and energy dissipation of the network

We first simulated the dynamics of the reaction network after addition of A for different $\gamma$ values (unless otherwise stated, the rate constants used in this paper are $f_1 = 10$, $f_1^* = 10$, $f_2 = 100$ and $f_2^* = \sqrt{f_1 f_2 f_1^* f_2^*}$). The results are shown in figure 2a. For any finite $\gamma > 0$, right after the stimulus, the output $C^*$ first quickly dips to a lower level owing to a temporary accumulation at the intermediate state (see appendix A for a detailed explanation). Following this initial ‘dipping’, the $C^*$ concentration increases to its peak level $[C^*]_{\text{max}}$ and then decreases back to a new steady-state level $[C^*]_{\text{steady}}$. The non-equilibrium parameter $\gamma$ affects both the response magnitude $\Delta[C^*]_{\text{max}} = [C^*]_{\text{max}} - [C^*]_0$ and the adaptation accuracy (how close $[C^*]_{\text{steady}}$ is to the pre-stimulus level $[C^*]_0$). For the equilibrium case when $\gamma = 1$, the system has weak (or even negative) response and poor adaptation accuracy. As $\gamma$ decreases from 1, the system operates out of equilibrium with a smaller initial activity dip and enhanced performance in both response strength and adaptation accuracy.

When $\gamma < 1$, the reaction network shown in figure 1b operates out of equilibrium, and free energy needs to be dissipated to maintain its function. More specifically, substrate C is continuously activated to C* by B$_1$ and, at the same time, C* is continuously deactivated to C by B$_2$. This generates a circulating flux in the network (thick arrows in figure 1b), and it consumes free energy to perform the (chemical) work of maintaining this persistent flux. Quantitatively, the energy dissipation rate can be determined as [26]

\[
W = \sum_{i} (I_{i+} - I_{i-}) \cdot \ln \frac{I_{i+}}{I_{i-}},
\]

where $I_{i\pm}$ are the transition fluxes in the forward and backward directions for the $i$th reaction. The energy dissipation rate is in unit of $k_BT$, with $k_B$ the Boltzmann constant and $T$ the temperature of the environment. We have calculated $W$ in the I1-FFL network (figure 1b) for different values of $\gamma$.

The reaction cycle, the most distinctive feature of a non-equilibrium system, can be characterized by a time scale $\tau_{\gamma\gamma}$, defined as the average time for a C molecule to complete
the cycle C → M1 → C* → M2 → C. In the limit γ ≪ 1, the expression for \( \tau_{\text{cyc}} \) can be obtained by a first-passage-time analysis (see appendix A for details): \( \tau_{\text{cyc}} = 2(1 + K_M / [A]) / f_2 \) where \( K_M = f_1 / f_2 / f_3 / f_4 / f_5 / f_6 \) is the Michaelis constant. By using \( W \) and \( \tau_{\text{cyc}} \) we can define \( \Delta W = W \times \tau_{\text{cyc}} \) as the average thermodynamic work per cycle. As shown in figure 2b, \( \Delta W \) is zero for the equilibrium case \( \gamma = 1 \), and it depends on \( 1 / \gamma \) logarithmically for \( 1 / \gamma \gg 1 \). Thus, from figure 2a,b, it is clear that energy dissipation (or equivalently the value of \( \gamma \)) strongly affects the I1-FFL network behaviours, which we study in the following sections.

### 3.2. Energy dissipation enhances response sensitivity

The initial response to a sudden change of input from 0 to [A] is characterized by the response amplitude \( \Delta [C^*]_{\text{max}} \) and the response time \( T_{\text{max}} \). In figure 3a, we show that the response amplitude \( \Delta [C^*]_{\text{max}} \) increases with \( 1 / \gamma \) (or equivalently the energy dissipation) for different values of [A]. The expression of the response amplitude can be derived analytically when [A] is small and \( f_2 / f_1 \gg \tau_2 \) (see the electronic supplementary material, for the detailed derivation),

\[
\Delta [C^*]_{\text{max}} \approx \frac{f_2[A](1 - \sqrt{\gamma}(1 + f_1[A] / f_2)))}{2(K_M + [A])} T_{\text{max}},
\]

which shows that the maximum response increases as \( \gamma \) decreases. It is also clear from equation (3.2) that there exists a critical value \( \gamma_c = 1 / (1 + [A] / f_1 / f_2) \) and the response is negative for \( \gamma > \gamma_c \) owing to the initial ‘dipping’ effect (figure 2a).

The increase in the response with \( 1 / \gamma \) can be understood intuitively: during the initial response time before the reverse enzyme \( B_2 \) is synthesized, we can take the approximation \( [B_1] = [A] \) and \( [B_2] = 0 \), and \( \gamma \) determines the population distribution among the three states C, M1, and C*. A larger value of \( 1 / \gamma \) leads to a more stable and therefore more populated C* state, which results in a bigger initial response. As \( \gamma \) approaches 0, \( \Delta [C^*]_{\text{max}} \) saturates to a value dependent on the signal [A] and other intrinsic parameters of the network.

The response time \( T_{\text{max}} \) is not strongly affected by \( \gamma \) (figure 2a), it mainly depends on the input strength [A] (figure 3b). The response time is controlled by the catalytic reaction rates which are larger when signal strength is higher, because the amount of enzymes \( [B_1] \) and \( [B_2] \) is proportional to [A] as shown in equations (2.1) and (2.2).

The dependence of \( \Delta [C^*]_{\text{max}} \) on [A] is more complex, as can be seen in equation (3.2). From direct simulation of the model, we find that \( \Delta [C^*]_{\text{max}} \) depends non-monotonically on [A]. It first increases with [A] to a maximum value \( \Delta [C^*]_{\text{cyc}} \) when \( [A] = [A] \), and then decreases as \( [A] > [A] \). Both \( [A] \) and \( \Delta [C^*] \), increase with \( 1 / \gamma \) (see the electronic supplementary material, figure S1). One reason for this behaviour is that a stronger input signal leads to the faster synthesis of inhibitor \( B_2 \), which results in a higher effective inhibition rate of \( C^* \). When the production rate of \( B_2 \) is comparable to or larger than the catalytic rates \( f_1 \) and \( f_2 \), the maximum response can decrease with [A].

### 3.3. Energy dissipation improves adaptation accuracy

Living organisms need to adapt to their environment and maintain the steady-state output \([C^*]_{\text{steady}}\) near its set level \([C^*]_0\). For the simplified symmetric I1-FFL-type reaction network studied here, we have \([C^*]_0 = 1 / 2\) and we can calculate \([C^*]_{\text{steady}}\) analytically (see appendix A for details),

\[
[C^*]_{\text{steady}} = \frac{1}{2} \frac{1}{1 + ([A]f_1 / f_2) \cdot ((f_1 / f_2 + f_2) / (f_1 / f_2 + f_2))},
\]

from which the relative adaptation error \( \epsilon \) can be determined,

\[
\epsilon = \frac{[C^*]_0 - [C^*]_{\text{steady}}}{[C^*]_0} = \frac{1}{1 + ([A]f_1 / f_2) \cdot ((f_1 / f_2 + f_2) / (f_1 / f_2 + f_2))}.
\]

Equation (3.4) shows that a smaller \( \gamma \) or equivalently higher energy dissipation rate (figure 2b) leads to smaller error \( \epsilon \), with its upper and lower limits achieved at \( \gamma = 1 \) (equilibrium) and \( \gamma = 0 \) (the Michaelis–Menten kinetics), respectively,

\[
\epsilon_1 = \frac{1}{1 + ([A]f_1 / f_2)} \quad \text{and} \quad \epsilon_0 = \frac{1}{1 + (1 / [A]) \cdot K_M}.
\]

The energy dissipation rate \( W \) of the I1-FFL network can be calculated by using equation (3.1). For the symmetric network considered here, \( W \) can also be obtained analytically (see appendix A for details):

\[
W = -(1 - \sqrt{\gamma}) \cdot \frac{[A]f_1 f_2 (f_1 + f_2)}{1 + ([A]f_1 / f_2) \cdot ((f_1 / f_2 + f_2) / (f_1 / f_2 + f_2))} \ln \sqrt{\gamma}.
\]
For the equilibrium case $\gamma = 1$, $\bar{W} = 0$; $\bar{W}$ diverges for the extreme non-equilibrium (Michaelis–Menten) case with $\gamma = 0$. In figure 4, $\epsilon / \epsilon_1$ is plotted as a function of $\Delta W = W \times \tau_{cy}^W$ for various $\gamma$ values. The results show that higher energy dissipation improves adaptation accuracy (i.e. smaller $\epsilon / \epsilon_1$). However, stronger signal strength $[A]$ leads to larger error $\epsilon / \epsilon_1$. As shown in figure 4, at a moderate level of signal strength $[A] \leq 1$, the adaptation error $\epsilon$, can be reduced to 10% of its equilibrium level $\epsilon_1$ for $\Delta W \sim 5 – 6 ~K_B T$.

From equations (3.4) and (3.5), we obtain an analytical expression for the relative error $\epsilon / \epsilon_1$,

$$
\epsilon = \frac{1 + \left( f_1 / ([A] f_1) \right)}{1 + \left( f_1 / ([A] f_1) \right) + (f_2 / (f_2 + f_2 + \sqrt{\gamma} f_2))}, \quad 0 \leq \gamma < 1.
$$

The dependence of $\epsilon / \epsilon_1$ on $\gamma$ and $[A]$ is bounded by two limits,

$$
\frac{\epsilon}{\epsilon_1} \bigg|_{\gamma = 0} = \frac{[A] + (f_1 / f_1)}{[A] + K_M} = \frac{f_1}{f_1 + f_2},
$$

and

$$
\frac{\epsilon}{\epsilon_1} \bigg|_{\gamma = 0} = \frac{[A] + (f_1 / f_1)}{[A] + K_M} = \frac{f_1 + \sqrt{\gamma} f_2}{f_1 + f_2}.
$$

These limits show that the intrinsic catalytic properties of the participating enzymes, such as the value of $K_M$, determine the highest adaptation accuracy in an I1-FFL-type reaction network, even with unlimited energy consumption (i.e. $\gamma = 0$). Larger $K_M$ leads to a lower minimum error $\epsilon_{\text{min}}$ as also shown in equation (3.5).

### 3.4. Energy dissipation expands the dynamic range of accurate adaptation

To survive in a changing environment, living organisms have to adapt in a wide range of backgrounds. In figure 5a, we show the dependence of the steady-state output $[C^*]$ on the background level $[A]$ for different values of $\gamma$. For a given $\gamma$, the adapted (steady state) value of $[C^*]$ can remain around its target value $[C^*]_0$ for a range of input $[A]$ before it decreases for a stronger external signal $[A]$. We define the dynamic range of adaptation $A_{1/2}$ as the signal strength at which $C_{\text{steady}}$ is half of its targeted value $[C^*]_0 = 0.5$. Thus, $A_{1/2}$ characterizes the width of the region in which high adaptation accuracy can be achieved.

From equation (3.3), we derive the analytical expression for $A_{1/2}$,

$$
A_{1/2} = \frac{f_1 + f_2}{f_1} = \frac{f_1}{f_1} + \sqrt{\gamma} f_2 \Rightarrow \frac{f_1}{f_1} \leq A_{1/2} \leq K_M.
$$

Figure 3. Energy dissipation enhances response sensitivity. (a) Larger $1/\gamma$ (i.e. larger energy dissipation) leads to higher sensitivity $\Delta[C^*]_{\text{max}}$ which saturates to an intrinsic upper limit determined by the catalytic rates of the network. (b) The response time $t_{\text{max}}$ increases as $1/|A|$ increases, but only weakly depends on $\gamma$.

Figure 4. Relative error versus $\Delta W$ for different signal strength $|A|$. Increasing energy dissipation reduces adaptation error. For a moderate level of $|A| \leq 1$, it takes $\Delta W \sim 5 – 6 ~K_B T$ to reduce the adaptation error to 10% of its equilibrium level.

Equation (3.8) shows that larger $1/\gamma$ expands the range of signal to which the system can adapt accurately, as illustrated in figure 5b. Our results also indicate that the maximum range that an I1-FFL-type reaction network can maintain its accurate adaptation is limited by the Michaelis constant $K_M$ of the participating enzymes; a larger $K_M$ leads to a greater expansion of the accurate adaptation regime (figure 5b).

Overall, our analysis (equations (3.2)–(3.8)) shows that the performance of the I1-FFL network is enhanced by having higher energy dissipation (smaller $\gamma$), but the best-achievable performance (when $\gamma = 0$) is determined by the intrinsic properties of the participating enzymes. For the GEF–GAP–Ras pathway in Dictyostelium chemotaxis, the kinetic constants of the enzymes have not been measured. However, accurate adaptation with better than 90% accuracy to cyclic adenosine monophosphate (cAMP) levels as high as 100 nM–1 μM was reported in [20]. Assuming the input in our model is in the same range as the cAMP level, our analysis (equation (3.5)) allows us to estimate the value of the underlying Michaelis constant $K_M \approx 1–10$ μM. For a cAMP level of 100 nM, the adaptation time was measured to be approximately 20 s [20], which determines the average cycle time $\tau_{cy} = 20$ s in our model. Together with the measured adaptation error $\epsilon_0 \sim 1–4\%$, we can estimate for the catalytic rate $f_2 \approx 2/\epsilon_0$, $\sim 2.5 \times 10^3$ s$^{-1}$. Interestingly, both these estimated values, $K_M$ and $f_2$, fall into the range of typical kinetic constants according to a recent systematic study on enzyme parameters [27]. To estimate the energy dissipation rate in the GEF–GAP–Ras pathway in a single Dictyostelium cell, we need to know the copy number of the Ras protein, which has not been measured. If we assume that the Ras
4. Discussion

In summary, we have constructed a realistic I1-FFL reaction network ubiquitous in biochemical circuits. We have investigated the energetic costs for the key functions of this network. Our analysis demonstrates how the energy dissipated in the I1-FFL network is used (i) to enhance the system’s sensitivity in its initial response to an external stimulus; (ii) to achieve high accuracy in adapting to persistent stimuli; and (iii) to expand the range of stimuli over which such accurate adaptation occurs.

In biochemical networks, there are many so-called ‘futile cycles’, in which two metabolic pathways run simultaneously in opposite directions with no apparent function other than dissipating chemical energy in the form of heat [29]. The phosphorylation and dephosphorylation cycle in the I1-FFL network shown in figure 1B exemplifies such a futile cycle. However, contrary to what the name might suggest, we show here that the energy dissipated in the futile cycle driven by continuous hydrolysis of the high-energy fuel molecules, such as adenosine triphosphate (ATP) and GTP, enables critical regulatory functions, for example high sensitivity and accurate adaptation. In the following, we discuss the possible microscopic mechanism for such a cost–performance trade-off in the I1-FFL network. We also compare I1-FFL with other important regulatory networks to suggest a possible universal relationship among accuracy, speed and the energy cost of all regulatory functions.

4.1. Origin of the adaptation error in an incoherent type-1 feed-forward loop and its suppression by energy dissipation

One key function of the I1-FFL motif (figure 1a) is accurate adaptation, which is the ability to keep the activated substrate \([C^{*}]_{\text{steady}}\) in steady state around the targeted level \([C^{*}]_{0} = (1/2)\) independent of the input \([A]\). From mass conservation, the deviation of \([C^{*}]_{\text{steady}}\) from 1/2 equals the population of \(C\) in the intermediate complexes \(M_{1}\) and \(M_{2}\), so that the relative adaptation error \(\epsilon = |1 - 2[C^{*}]_{\text{steady}}| = 2 \times |M_{1}|\). Therefore, the origin of this error is the population of substrate trapped in the enzyme-bound intermediate complexes.

In an equilibrium system (\(\gamma = 1\)) where detailed balance is satisfied in all individual reactions throughout the network, the population in each chemical state is entirely determined by the free energy landscape. However, for a non-equilibrium reaction system (\(\gamma < 1\)) studied in this paper, the reverse reactions from the final products back to the intermediate complexes are suppressed. Effectively, this corresponds to decreasing the free energy of the \(C^{*}\)-state to disfavour the intermediate complexes to reduce adaptation error. From equation (3.3), the effective energy difference between the intermediate state \((M_{1})\) and the \(C^{*}\)-state can be derived as

\[
\Delta G = \ln \left( \frac{f_{1}}{[A]/f_{1}} \right) + \ln \left( \frac{1 + f_{2}/f_{1}}{1 + \sqrt{\gamma} f_{2}/f_{1}} \right),
\]

where the first term is the equilibrium free energy difference at \(\gamma = 1\), and the second term

\[
H_{s} = \ln \left( \frac{1 + f_{2}/f_{1}}{1 + \sqrt{\gamma} f_{2}/f_{1}} \right)
\]

defines the free energy shift owing to energy dissipation (\(\gamma < 1\)).

Equation (4.2) shows the dependence of \(H_{s}\) on \(\gamma\) and the turnover ratio \(r = f_{2}/f_{1}\). At any given value of \(r\), the magnitude of \(H_{s}\) increases with \(1/\gamma\) and saturates at \(\ln(1 + r)\) as \(1/\gamma \to \infty\). For a given \(\gamma < 1\), \(H_{s}\) increases with \(r\) and saturates to \(-0.5 \ln \gamma\) when \(r \to \infty\). The saturation of \(H_{s}\) shows that the maximum ‘useful’ energy contribution from the nonequilibrium effect is determined by intrinsic kinetic rates of the catalytic reactions. This is consistent with equation (3.5), which shows that larger \(K_{M}\) leads to smaller adaptation error because larger \(K_{M}\) disfavours the intermediate states.

4.2. Energy dissipation enhances adaptation accuracy and response sensitivity simultaneously

In an equilibrium network with \(\gamma = 1\), accurate adaptation is possible but it comes with the price of a small or even negative response. This can be seen by taking the following transformation:

\[
f_{1} = f_{1}, \quad f_{2} = f_{2},
\]

\[
f_{1}' = f_{1} + \frac{f_{2} + f_{2}'}{f_{1}}; \quad f_{2}' = \frac{f_{2}}{f_{1}'} + \frac{f_{2}'}{f_{1}}.
\]
This new network with transformed parameters $(f_1', f_2', f_3')$ operates at equilibrium because $\gamma' = \left(\frac{f_1' f_2'}{f_2'}\right)^2 = 1$. From equation (3.4), this equilibrium network has the same steady-state adaptation accuracy ($\epsilon$) and the range of accurate adaptation $(A_{1/2})$ as the $(f_1, f_2, f_3 \cdot \gamma)$ non-equilibrium network. However, from equation (3.2) and figure 2a, it is clear that the response sensitivity of the equilibrium network is much smaller than that of the non-equilibrium network with $\gamma < 1$, which is confirmed by direct simulations (see the electronic supplementary material, figure S2).

To fully appreciate the effects of energy dissipation, we calculated the system’s response dynamics to a series of stepwise stimuli (figure 6a) and computed the response-to-signal gain (figure 6b) for different $\gamma$. Our results clearly show that higher energy consumption, i.e. smaller $\gamma$, leads to both enhanced response gain (sensitivity) and more accurate adaptation simultaneously.

### 4.3. A universal energy–speed–accuracy trade-off relation for adaptation

Other than the I1-FFL motif, there is another simple network motif, namely the NFL motif (figure 7a), which is used in many different sensory systems (e.g. *Escherichia coli* chemotaxis) to achieve accurate adaptation. A recent exhaustive study of all three-node regulatory networks has shown that I1-FFL- and NFL-type topologies are the only two three-node networks that could provide robust accurate adaptation [16]. For the NFL network, an ESA trade-off relation was found recently among the speed and accuracy of adaptation and the required energy dissipation rate [23]. Here, for the I1-FFL network, when $\gamma$ is small ($\gamma \ll 1$) and signal is weak ($|A| \ll K_M$), a similar exponential relation between adaptation error and the energy dissipation rate can also be derived from equations (3.4) and (3.6) (see appendix A for details),

$$
\epsilon \approx \frac{1}{1 + (K_M/A)} + \frac{K_M/A}{1 + (K_M/A)^2} \frac{f_2}{f_1} \exp\left(-\frac{\tau_{vc} W}{2}\right). \quad (4.3)
$$

It can easily be shown (for the same limit $|A| \ll K_M$, $\gamma \ll 1$) that the cycle time $\tau_{vc}$ is the same as the relaxation time of the adapted state, and can thus be considered as the adaptation time of the system.

The relationship among the energy dissipation rate ($W$), the adaptation speed ($\tau_{vc}^{-1}$) and the adaptation accuracy $(1/\epsilon)$, as given in equation (4.3), is essentially the same as the recently derived ESA trade-off relation for the NFL network [23]. Furthermore, the adaptation errors in both networks all originate from the probabilities in the undesired chemical states (the two intermediate states for I1-FFL and the two boundary states for NFL), and the intrinsic properties of the catalytic reactions determine the maximum performance of both networks.

The similarities between NFL and I1-FFL as shown here are quite remarkable given their different topologies (e.g. one feed-forward, one feedback). Because NFL and I1-FFL are the two basic network motifs for accurate adaptation [16], the results presented here for I1-FFL, together with our previous work [23] on NFL, strongly suggest that the...
4.4. The difference between a negative-feedback loop and an incoherent type-1 feed-forward loop

Despite the same ESA relation shared by the NFL and I1-FFL networks, however, they have several notable differences. For NFL (figure 7a), the dissipated energy is used to stabilize the targeted adaptation state that is unstable in the equilibrium model (see [23] for details), whereas for I1-FFL (figure 7b), external energy is used to drive C and C* to higher energy states to maintain the continuous reaction cycle C → M1 → C* → M2 → C, which leads to large responses upon input changes. The energy dissipation in I1-FFL also increases the steady-state probability in the ‘correct’ (desired) state C* relative to that of the ‘error’ state M1. In this sense, I1-FFL is similar to the case of kinetic proofreading, where energy is used to further decrease the probability in the error state which is already less favoured [26,30,31].

These two networks also have different dynamic properties. The time scales for both the response and the adaptation processes in I1-FFL depend on the input signal, whereas in NFL they do not. Relatedly, in I1-FFL, the continuous turnovers of the two opposing enzymes are directly controlled by the input signal (with different time scales) and is necessary for response and adaptation. In NFL, however, the two opposing enzymes (such as CheR and CheB in *E. coli* chemotaxis) for the NFL are not directly controlled by the input signal and their turnovers are not required for adaptation. The implications of these differences and the advantages of each of the two adaptation schemes over the other in different biological systems are interesting subjects for future investigations.
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Appendix A

A.1. Mathematical explanation of the initial ‘dipping’ effect after stimulation

In figure 2a, responding trajectories of the I1-FFL motif (figure 1b) after stimulation are shown for different γ values. For any finite γ > 0, right after the stimulus, the output C* first rapidly dips to a lower level. This initial decrease in C* is due to the fast synthesis of activator B, and resulting transient back-flow from C* into the M1 state. Immediately after the A concentration is increased from 0 to [A], only the Bc concentration changes, so, for t ≪ τ, equation (2.6) becomes

$$\frac{d[C]}{dt} = \frac{f_1}{f_1} [M_2] + (f_2 - f_1) [M_1] - (q_1 [B_2] + f_2 [A]) [C^*]$$

$$= -\sqrt{\frac{f_1}{f_1}} \frac{[A] [C^*]}{f_1} \leq 0,$$

which leads to the initial ‘dipping’ for any non-zero γ. The ‘dipping’ behaviour becomes more pronounced as the reaction network approaches equilibrium when γ → 1 as shown in figure 2a (blue arrow).
A.2. The cycle time ($\tau_{\text{cyc}}$)

We define a cycle time ($\tau_{\text{cyc}}$) as the average time for a molecule C to complete a cycle $C \rightarrow M_1 \rightarrow C^* \rightarrow M_2 \rightarrow C$. Here, we calculate the cycle time by using a first-passage-time analysis.

Owing to the symmetry between the two halves of the cycle, we can consider half of the cycle $C \rightarrow M_1 \rightarrow C^*$. Let $P_1(t)$ and $P_2(t)$ be the probabilities in states C and $M_1$, respectively. The dynamics of $P_1$, $P_2$ can be written as

$$\frac{dP_1}{dt} = -f_1[A]P_1 + f_1^*P_2$$

and

$$\frac{dP_2}{dt} = f_1[A]P_1 - (f_1^* + f_2)P_2.$$  \hspace{1cm} (A2)

Here, we consider the case $\gamma \ll 1$, where the reverse reaction rate $f_2^*$ can be neglected.

Equations (A2) and (A3) can be solved analytically with the initial condition $P_1(0) = 1$, $P_2(0) = 0$,

$$P_1(t) = \frac{f_1[A] + \sigma_2}{\sigma_2 - \sigma_1}\exp(\sigma_1 t) - \frac{f_1[A] + \alpha_1}{\sigma_2 - \alpha_1}\exp(\sigma_2 t)$$

and

$$P_2(t) = \frac{(f_1[A] + \sigma_2)(f_1[A] + \alpha_1)}{f_1^*(\sigma_2 - \sigma_1)}[\exp(\sigma_1 t) - \exp(\sigma_2 t)],$$

where $\alpha_1$ and $\alpha_2$ are

$$\alpha_2 = \frac{1}{\gamma}(f_1[A] + f_1^* + f_2)$$

$$\pm \sqrt{(f_1[A] + f_1^* + f_2)^2 - 4f_1f_2[A]},$$

which are the two roots of the quadratic equation

$$\alpha^2 + (f_1[A] + f_1^* + f_2)\alpha + f_1f_2[A] = 0.$$  \hspace{1cm} (A5)

The probability of arriving at state $C^*$ during time interval $(t \rightarrow t + dt)$ is $f_2P_2(dt)dt$. Therefore, the average arrival time is

$$(t)_{\text{arr}} = \int_0^\infty t \times f_2P_2(t)dt$$

$$= \frac{f_2(f_1[A] + \alpha_2)(f_1[A] + \alpha_1)}{f_1^*(\alpha_2 - \alpha_1)}(\sigma_1^2 - \sigma_2^2)$$

$$= \frac{f_2(f_1[A] + \sigma_2)(f_1[A] + \sigma_1)(\sigma_1 + \sigma_2)}{f_1^*(\sigma_2 - \sigma_1)}$$

$$= \frac{f_1[A] + f_1^* + f_2}{f_1f_2[A]}$$

$$= \frac{1}{f_2^*}\left(1 + \frac{K_M}{[A]}\right).$$  \hspace{1cm} (A8)

In the above derivation, we have used $\sigma_1 + \sigma_2 = -(f_1[A] + f_1^* + f_2)$ and $\sigma_1\sigma_2 = f_1f_2[A]$.

Finally, we have the expression for the cycle time $\tau_{\text{cyc}}$ (for $\gamma \ll 1$),

$$\tau_{\text{cyc}} = 2 \times (t)_{\text{arr}} = \frac{2}{f_2^*}\left(1 + \frac{K_M}{[A]}\right).$$  \hspace{1cm} (A9)

A.3. The steady-state output level $[C^*]_{\text{steady}}$

Owing to the symmetry assumption about the catalytic rates of two enzymes, the following relations hold at steady state: $[C^*] = [C]$, $[M_1] = [M_2]$, $[B_1] = [B_2]$, $[A]$, so that the steady-state solution of equations (2.1)–(3.1) satisfies

$$(f_1^* + f_2^*)[C^*][A] - (f_1^* + f_2)[M_1] = 0$$

and

$$2([C^*] + [M_1]) = 1.$$  \hspace{1cm} (A11)

which lead us to the steady-state output level

$$[C^*]_{\text{steady}} = \frac{1}{2}\frac{1}{1 + [A] \cdot ((f_1 + f_2^*)/(f_1^* + f_2))}$$

$$= \frac{1}{2}\frac{1}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))},$$

as well as the steady-state level of the intermediate complex

$$[M_1] = \frac{1}{2}\frac{1}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1 + \sqrt{\gamma} f_2)/(f_1^* + f_2))}.\hspace{1cm} (A12)$$

A.4. The steady-state energy dissipation rate $\dot{W}$

We can compute the energy dissipation using equation (3.1),

$$\dot{W} = 2 \cdot \left(\int_{C+B_1 \rightarrow M_1} - \int_{M_1 \rightarrow C+B_1} \cdot \ln \frac{\int_{C+B_1 \rightarrow M_1}}{\int_{M_1 \rightarrow C+B_1}} \right) \cdot \int_{C+B_1 \rightarrow M_1} - \int_{M_1 \rightarrow C+B_1} \cdot \ln \frac{\int_{C+B_1 \rightarrow M_1}}{\int_{M_1 \rightarrow C+B_1}}.$$

From equations (A12) and (A13), the forward and backward fluxes in each reaction step can be evaluated at steady state:

$$\dot{J}_{C+B_1 \rightarrow M_1} = f_1^*[C]_{\text{steady}}[B_1]_{\text{steady}}$$

$$= \frac{1}{2}\frac{1}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))},$$

$$\dot{J}_{M_1 \rightarrow C+B_1} = f_1^*[M_1]_{\text{steady}}$$

$$= \frac{1}{2}\frac{1}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))},$$

$$\dot{J}_{C+B_1 \rightarrow M_1} = f_2^*[C^*]_{\text{steady}}[B_1]_{\text{steady}}$$

$$= \frac{1}{2}\frac{1}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))},$$

and

$$\dot{W}_{C+B_1 \rightarrow M_1} = \frac{1}{2}(1 - \sqrt{\gamma})$$

$$\times \left(\frac{([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))}}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1^* + \sqrt{\gamma} f_2)/(f_1 + f_2^*))}} \times \ln \left(\frac{f_1^* + f_2^*}{f_1 + \sqrt{\gamma} f_2}\right)\right) \hspace{1cm} (A18)$$

and

$$\dot{W}_{M_1 \rightarrow C+B_1} = \frac{1}{2}(1 - \sqrt{\gamma})$$

$$\times \left(\frac{([A][f_1^*/f_2^*] \cdot ((f_1 + \sqrt{\gamma} f_2)/(f_1^* + f_2^*))}}{1 + ([A][f_1^*/f_2^*] \cdot ((f_1 + \sqrt{\gamma} f_2)/(f_1^* + f_2^*))}} \times \ln \left(\frac{f_1 + \sqrt{\gamma} f_2}{f_1^* + f_2^*}\right)\right), \hspace{1cm} (A19)$$
which leads to the total energy dissipation

\[
\dot{W} = 2 \cdot (\dot{W}_{C+\Delta t} = M_i + \dot{W}_{M_{\Delta C+\Delta t}})
= -(1 - \sqrt{\gamma}) \frac{((|f|/f_1) / (f_1 + f_2))}{1 + ((|f|/f_1) \cdot ((f_1 + \sqrt{\gamma} f_2) / (f_1 + f_2)))} \ln \sqrt{\gamma}.
\]

(A20)

A.5. Derivation of the energy–speed–accuracy relation for incoherent type-1 feed-forward loop networks

At the limit of small \( \gamma \) (i.e. \( \gamma \rightarrow 0 \)), equation (3.4) can be linearized as

\[
\epsilon \approx \frac{\partial E_\gamma}{\partial \sqrt{\gamma}} \bigg|_{\gamma=0} \cdot \sqrt{\gamma}
= \frac{1}{1 + (K_M/A)} + \frac{(K_M/A)}{(1 + (K_M/A))^2} \cdot \frac{f_2}{f_1} \cdot \sqrt{\gamma}.
\]

(A21)

Meanwhile, equation (3.6) can also be simplified,

\[
\dot{W} \approx \frac{f_2((|f|/f_1) / (f_1 + f_2))}{1 + ((|f|/f_1) / f_2)} \ln \sqrt{\gamma} = \frac{(f_2/f_1) \cdot (|f|/A)}{(1 + (K_M/A))^2} \frac{1}{f_2} \cdot \sqrt{\gamma}.
\]

Equations (A21) and (A23) lead to the ESA relation for II-FFL networks,

\[
\epsilon \approx \frac{1}{1 + (K_M/A)} + \frac{(K_M/A)}{(1 + (K_M/A))^2} \cdot \frac{f_2}{f_1} \cdot \sqrt{\gamma}.
\]

as shown in equation (4.3), where \( \tau_{E_\gamma} = (1 + (K_M/A)) \cdot 2/f_2 \) is used in the exponential.
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