Emergence of an optimal search strategy from a simple random walk
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In reports addressing animal foraging strategies, it has been stated that Lévy-like algorithms represent an optimal search strategy in an unknown environment, because of their super-diffusion properties and power-law-distributed step lengths. Here, starting with a simple random walk algorithm, which offers the agent a randomly determined direction at each time step with a fixed move length, we investigated how flexible exploration is achieved if an agent alters its randomly determined next step forward and the rule that controls its random movement based on its own directional moving experiences. We showed that our algorithm led to an effective food-searching performance compared with a simple random walk algorithm and exhibited super-diffusion properties, despite the uniform step lengths. Moreover, our algorithm exhibited a power-law distribution independent of uniform step lengths.

1. Introduction

When agents can exploit previously acquired knowledge, such as profitable food locations or the cost required to reach those locations, selecting an effective route entails solving a so-called deterministic walk problem, such as the ‘travelling tourist problem’ [1,2]. In contrast, in the absence of prior knowledge, ‘chance’ or ‘randomness’ represents a more appropriate scenario for exploring an unknown environment, and many random search algorithms, such as the Lévy walk or the Brownian walk algorithm, are effective for random exploration and have been very well studied [3–7].

The Lévy walk is defined as a process whereby an agent takes steps of length \( l \) at each time, and \( l \) shows a probability density distribution with a power-law tail

\[
P(l) \sim l^{-\mu},
\]

where \( 1 < \mu \leq 3 \). A Lévy walk with \( \mu \approx 2 \) results in optimal random searches in environments with randomly distributed food sites [8]. For \( \mu > 3 \), the Lévy walk converges to Brownian motion. In environments with extremely abundant resources, the Lévy and Brownian walk food-searching algorithms result in similar exploration efficiencies. However, the Lévy walk is more suitable than the Brownian walk for searching in low-density environments, and Lévy foragers can survive for longer periods of time without extinction [9,10].

To determine which algorithm is more suitable for modelling animal movement behaviour, recent analyses have made comparisons between an animal’s actual movements and model simulations and have attempted to determine whether the movements correspond to a Lévy walk [8,11] or to a Brownian walk [12]. However, it appears that, in searching for food, animals do not depend on a particular type of movement modelled by a certain algorithm, but, rather, the rules guiding their movement change depending on the context [13,14].

Therefore, in determining an animal’s foraging behaviour, its interactions with the environment and/or its effects on the surrounding world, the issue that arises is not only the determination of the optimal algorithm for a random walk, but also the estimation of how these flexible behaviours arise from what that animal is doing [15].

When an agent’s movement obeys a certain distribution, that agent behaves exclusively according to the probabilistic rule determining the distribution.
From this perspective, the direction and step length are completely determined by a roll of the dice, which is independent of whether the dice are biased.

If an agent behaving according to a random movement rule sometimes alters the next step forward or the rule itself, then the resulting movement does not follow the distribution resulting from a random roll of the dice and the application of the above-mentioned rule. Thus, a balancing of chance with necessity or of a passive with an active movement mode must be achieved by the agent’s interaction with its surroundings.

Here, starting with a simple random walk with uniform step length and discrete angle distributions, we consider an agent who alters the rule that controls him based on his own experiences, and we propose an effective exploration algorithm (re-valued, a random walk algorithm) despite the fixed step lengths. In this study, the agent experiences random directional biases; based on these biases, he disregards the rule he had been obeying until that time and changes the rule itself using his memory, which was obtained by chance, to implement an indeterminate forward step that is independent of the rule. There are few studies detailing agent movements for agents, who proceed with unknown forward steps based on limited memories of their own experiences [16]. We also report the emergence of a power-law distribution that is independent of step length.

2. Material and methods

2.1. Two-dimensional simple random walk

Each trial is run for a maximum of 10 000 time steps. First, we use a simple two-dimensional random walk to set the simulation stage for each trial and set the agent at the origin. In this algorithm, a random number from 0.00 to 1.00 is selected at each stage for each trial and set the agent at the origin. In this algorithm, a random number from 0.00 to 1.00 is selected at each stage for each trial and is independent of the rule. There are few studies detailing agent movements for agents, who proceed with unknown forward steps based on limited memories of their own experiences [16]. We also report the emergence of a power-law distribution that is independent of step length.

A directional move that consists of a series of the same move, such as +x, +x, +x, etc., is counted as follows:

\[ \text{Exp}(t + 1) = \text{Exp}(t) + 1, \quad \text{if } R(t) \in I_0(t), \]
\[ \text{Exp}(t) \in I_1(t), \]
\[ R(t - 2) \in I_2(t), \]
\[ R(t - 3) \in I_3(t) \]

for some \( s \in \{0, 1, 2, 3\} \).

Thus, every trial starts as a simple random walk.

For example, if the agent’s directional move from \( t - 3 \) to \( t \) corresponds to \( -y, -y, -y, -y \) series, it implies
\[ R(t) \in I_1(t), R(t - 1) \in I_2(t), R(t - 2) \in I_3(t), R(t - 3) \in I_3(t). \]

Therefore,
\[ \text{Exp}(t + 1) = \text{Exp}(t) + 1. \]

However, if the agent’s directional move from \( t - 3 \) to \( t \) corresponds to \( -y, -x, -y, -y \) then it implies
\[ R(t) \in I_2(t), R(t - 1) \in I_0(t), R(t - 2) \in I_2(t), R(t - 3) \in I_2(t). \]

Therefore,
\[ \text{Exp}(t + 1) = \text{Exp}(t). \]

If \( \text{Exp}(t) \) exceeds a threshold number, \( \theta \), the four intervals are changed as follows:
\[ I_0(t) = [0.0, NR(t)], \]
\[ I_1(t) = [NR(t), NR(t) + NR(t - 1)], \]
\[ I_2(t) = [NR(t) + NR(t) - 1, NR(t) + NR(t - 1) + NR(t - 2)], \]
\[ I_3(t) = [NR(t) + NR(t - 1) + NR(t - 2), 1.0]. \]

where \( NR(t - k), k = 0, 1, 2, 3, \) is defined by
\[ NR(t - k) = \frac{R(t - k)}{\sum_{i=0}^{k} R(t - i)}. \]

When \( \text{Exp}(t) \) exceeds \( \theta \), \( \text{Exp}(t) \) is reset to 0.

For example, if \( \text{Exp}(t) \) exceeds \( \theta \) and \( R(t - 3) = 0.20, R(t - 2) = 0.15, R(t - 1) = 0.10 \) and \( R(t - 3) = 0.20, \) then \( NR(t - k) \) for \( k = 0, 1, 2, 3 \) is given as follows:

\[ NR(t - 3) = \frac{0.20}{(0.20 + 0.15 + 0.10 + 0.20)} = 0.31, \]
\[ NR(t - 2) = \frac{0.15}{(0.20 + 0.15 + 0.10 + 0.20)} = 0.23, \]
\[ NR(t - 1) = \frac{0.10}{(0.20 + 0.15 + 0.10 + 0.20)} = 0.15, \]
\[ NR(t) = \frac{0.20}{(0.20 + 0.15 + 0.10 + 0.20)} = 0.31. \]

Thus, \( I_0(t) \) for \( s = 0, 1, 2, 3 \) is given as follows:
\[ I_0(t) = [0.0, 0.31], \]
\[ I_1(t) = [0.31, 0.31 + 0.15] = [0.31, 0.46], \]
\[ I_2(t) = [0.31 + 0.15, 0.31 + 0.15 + 0.23] = [0.46, 0.69], \]
\[ I_3(t) = [0.31 + 0.15 + 0.23, 0.31 + 0.15 + 0.23 + 0.31] = [0.69, 1.00]. \]

Finally, \( \text{Exp}(t) \) is reset to 0.

The flow chart of the REV random walk algorithm is presented in figure 1.

In our simulations, \( \theta \) is set to 4, and we discuss the agent’s behavioural differences between \( \theta = 4 \) and \( \theta = 5, 6, 42. \)

In the simple random walk algorithm, the probability of a random number falling into a particular interval is 0.25, as the intervals are divided equally. Thus, the agent moves north, east, west or south with equal probability. In contrast, the intervals in the REV random walk algorithm are divided unequally, depending on the agent’s history.
3. Results

3.1. Threshold \( \theta = 4 \)

Figure 2 shows an example of an agent trajectory for each algorithm. Compared with a simple random walk, the agent can reach farther areas by following the REV random algorithm while spending longer amounts of time in certain areas. In fact, the root-squared distance between the start and endpoints was significantly larger in the REV random algorithm compared with the simple random walk algorithm (REV random versus random: \( N_{\text{REV-B}} = 100, N_B = 100, \text{MEAN}_{\text{REV-R}} = 246.0 \pm 149.5, \text{MEAN}_R = 84.4 \pm 52.1, \) Mann–Whitney U-test, \( U = 1446.0, p < 1.0 \times 10^{-15} \)).

In the simple random walk analysis, it is known that the mean-squared distance and time step are related by the following relation [5,17]:

\[
\langle R^2 \rangle \sim t^{2H}.
\]

Parameter \( H \) is determined depending on the algorithm (\( H > 1/2 \) for a Lévy walk (super-diffusion), \( H = 1/2 \) for a correlated random walk with more than \( 10^2 \) time steps or for a Brownian walk (diffusion)). Figure 3 shows the mean-squared distance and the time step obtained from our algorithm (the averaged \( R^2 \) was obtained from 1000 trials at each discrete time step). The fit for parameter \( H \) according to the above model was \( H \approx 0.61 \), indicating that super-diffusion was achieved.
Figure 3. Log-scale plot of $(\overline{R}^2)$ and $t^2$. The inset is an expansion of the x-axis showing the five largest values (see also the text).

$(N = 19, R^2 = 0.99, F = 2,109.00, p < 1.0 \times 10^{-15})$. We also checked the degree of diffusion by restricting the fit to the largest five values of the time step because it appeared that $H$ converged to $H \sim 1/2$. However, we found that the fit was $H \sim 0.57$ ($N = 5, R^2 = 0.99, F = 1,108.00, p < 1.0 \times 10^{-7}$).

To evaluate the exploration efficiency, we established four feeder sites consisting of $10 \times 10$ squares distributed as shown in figure 4b. The agent is initially set at the centre of the foraging region (starting point). If the agent reaches one of the four fixed sites, the time step required to reach the site is the output. We conducted 100 trials based on each algorithm and estimated how frequently the agent could reach an individual feeder in a limited period of 10,000 time steps. Figure 4a presents a comparison of the performance of the REV random and simple random walk algorithms. If the feeder sites are closely located, within 10–20 distance units from the starting point (figure 4b), an agent can reach a feeder site in 10,000 steps under both algorithms. However, if the feeder sites are located farther away from the starting point, at 110–120 distance units under both algorithms. However, if the feeder sites are located farther away from the starting point, at 110–120 distance units from the starting point, the performance of the REV random algorithm is better than that of the simple random walk algorithm. If the feeder sites are closely located, within 10–20 distance units from the starting point, at 110–120 distance units from the starting point, the performance of the REV random algorithm is better than that of the simple random walk algorithm.

3.2. Difference between $\theta = 4$ and other threshold values (8, 64 and 128)

We further investigated how $\theta$ threshold values affect the exploration process. Here, we compare a threshold of 4 with a threshold of 8 using the same analytical process described earlier (i.e. based on the ability to reach a target within a certain distance or within a certain time limit). According to figure 6b, the threshold 8 REV random algorithm is not as efficient as the threshold 4 version with respect to the exploration efficiency (number of successes in 10,000 steps for threshold 4 versus threshold 8, 10–20: 96 versus 92, $\chi^2$-test, $\chi^2 = 0.80$, $p = 0.37$, n.s.; 60–70: 64 versus 36, $\chi^2$-test, $\chi^2 = 14.6$, $p < 0.001$; 110–120: 32 versus 27, $\chi^2$-test, $\chi^2 = 0.38$ $p = 0.54$, n.s.). We also evaluated the distance between the start and endpoints after 10,000 steps for four different threshold values (4, 8, 64 and 128). Figure 6b shows that the distance increases depending on the threshold values, suggesting that changing the current rule affects the agent’s bias towards movement in a straight line (threshold 4 versus threshold 8: $N_d = 100$, $N_{u} = 100$, MEAN$_d = 246.0 \pm 149.5$, MEAN$_u = 295.6 \pm 174.5$, Mann–Whitney U-test, $U = 4122.5$, $p < 0.05$; threshold 4 versus threshold 64: $N_d = 100$, $N_{u} = 100$, MEAN$_d = 246.149.5$, MEAN$_u = 526.2 \pm 318.5$, Mann–Whitney U-test, $U = 2172.0$, $p < 1.0 \times 10^{-11}$). However, we observed no significant difference between a threshold of 4 and a threshold of 128 (threshold 4 versus threshold 128: $N_d = 100$, $N_{u} = 100$, MEAN$_d = 246.0 \pm 149.5$, MEAN$_u = 323.4 \pm 259.2$, Mann–Whitney U-test, $U = 4436.0$, $p = 0.17$, n.s.). As can be seen from electronic supplementary material, figure S2, the changing of the current rule occurs less often as threshold values increase, and the areas with a concentrated presence become larger until the first rule change.

4. Discussion

Our results indicate that a flexible random walk similar to a Lévy walk will be achieved using probability intervals that change based on the agent’s history and that have a uniform step length distribution. As mentioned earlier, this algorithm results in super-diffusion. Therefore, it will be possible to attain long-range exploratory efficiency [5,17]. Although we assumed a very low food density in our simulations, the important result is that efficiency was achieved through a balance between near and distant areas. Effective long-range models,
such as the Lévy walk model, are not actually very suitable for searching high target-density and range-limited areas [15].

In our algorithm, the current probability intervals change depending on an agent’s own experiences. The agent only knows its most recent four random numbers concretely. Based on this event history, the agent experiences directionally biased movement. If the number of consecutive steps in the same direction reaches the threshold value, the current probability intervals are changed. At this moment (the ith step), the values of $R(t-3)$ to $R(t-1)$ are based on the probability intervals defined by the previous rule, and only $R(t)$ is free from these intervals (e.g. $R(t-3) \in l_4(t-1)$, $R(t-2) \in l_4(t-1)$, $R(t-1) \in l_4(t-1)$ and $R(t) \in l_4(t-1)$). Therefore, using these four numbers provided by chance, the agent takes a new step associated with new probability intervals. Thus, the agent’s move forward is biased. However, the accumulating directional bias causes the probability intervals to change at a higher frequency. When the direction of movement is biased, it implies that one of the four probability interval regions is larger than the others. Therefore, the range of random numbers that fall within that region is large. Thus, the avoidance of dominance of one region over the others is achieved upon the next interval change, which occasionally produces local areas of concentrated presence. We obtain a power-law distribution based on the distribution of time intervals between interval change events. By altering the rule and taking the next step with ambiguity, the agent can involve the world actively. However, the agent cannot change the rule with complete freedom. Instead, he produces directional inequality by choosing a direction using limited information provided by chance. Thus, having to take such an action as a result of chance might be associated with achieving effective exploration.

In our algorithm, the agents only have knowledge of the most recent four random numbers determining their movement. Thus, the algorithm does not require agents to necessarily have high-performance memory abilities. By deviating from one-to-one behaviour with respect to a certain fixed rule, i.e. a simple diffusion-predictive moving frame, it is possible for the agent to display behaviour beyond a predictive frame, i.e. to achieve super-diffusion. Therefore, our algorithm could represent an abstract explanation for biological phenomena focusing on an agent’s degree of activity. It was recently reported that the nest-searching behaviour of foraging ants corresponds to a Brownian walk [19]. However, in some species of insects and fishes, searching behaviour changes in response to certain environmental alterations linked to extinction, e.g. the amount of available food [20,21]. In fact, ants show different searching behaviours depending on the relevance of the visual information provided to them [22]. Dramatic behavioural changes caused by the agent’s involvement and interactions with the environment and other agents, such as nest-mates, might be possible [13,22,23]. Balancing an agent’s own degree of activity and passivity

Figure 4. (a) Frequency of successfully reaching one of the feeder sites within 10 000 time steps for each algorithm run for 100 trials. (b) Example of feeder site locations. Here, the 10 – 20 version is sketched. The black dot in the centre indicates the origin of the coordinates. The four grey zones indicate feeder sites. Each feeder site occupies a 10 × 10 grid size and is fixed on one of the two axes in each direction away from the origin. The notation 10 – 20 indicates that the distance from the origin to the feeder areas is 10 units. (c) Average number of time steps required to reach one of the four feeder sites in each trial for each algorithm run for 100 trials. Straight lines indicate error bars. **$p < 0.01$, ***$p < 0.001$, n.s. indicates not significant. (a,c) Dark grey, REV random and light grey, random.

Figure 5. Log-scale plot of the distribution of time intervals between rule change events.
based on limited available information will achieve such flexible behaviours [24].
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