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A moment invariant for evaluating the chirality of three-dimensional objects
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Chirality is an important feature of three-dimensional objects and a key concept in chemistry, biology and many other disciplines. However, it has been difficult to quantify, largely owing to computational complications. Here we present a general chirality measure, called the chiral invariant (CI), which is applicable to any three-dimensional object containing a large amount of data. The CI distinguishes the hand of the object and quantifies the degree of its handedness. It is invariant to the translation, rotation and scale of the object, and tolerant to a modest amount of noise in the experimental data. The invariant is expressed in terms of moments and can be computed in almost no time. Because of its universality and computational efficiency, the CI is suitable for a wide range of pattern-recognition problems. We demonstrate its applicability to molecular atomic models and their electron density maps. We show that the occurrence of the conformations of the macromolecular polypeptide backbone is related to the value of the CI of the constituting peptide fragments. We also illustrate how the CI can be used to assess the quality of a crystallographic electron density map.
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1. INTRODUCTION

1.1. Chirality of three-dimensional objects

Deviations from what is often perceived as harmonious symmetry have long fascinated philosophers, artists and scientists. The effects of breaking symmetry are often far-reaching and can be observed almost everywhere around us. One immediate consequence of asymmetry manifests itself in what is referred to as chirality. Chirality is an important feature of many objects in the real world, perhaps best illustrated by the human hands. Generally, three-dimensional objects, such as the left or right hand, are called chiral if they cannot be superimposed on their mirror image. Conversely, objects possessing mirror planes, inversion axes or a centre of symmetry are identical to their mirror image and are said to be achiral [1].

Chirality is a key concept and an intuitive and discriminative descriptor for many objects, particularly in the biological realm. For example, the twisting that provides mechanical stability to spiral leaves is proposed to arise from chirality at the molecular level [2,3]. In many biochemical processes, a chiral arrangement of atoms behaves differently from its mirror image, or enantiomer. For instance, the enantiomers of serine have different roles in the mammalian brain, and specialized enzymes are needed for the in vivo interconversion of one form to the other [4]. Throughout evolution, the biological world has acquired very efficient means to discriminate the enantiomers. Some enantiomers are distinguished by smell [5] or taste [6], and their perception may induce completely different responses. One example is the female sex pheromone in the scarab beetle, which is highly attractive to the males, whereas its enantiomer entirely inhibits the response [7].

From a pharmaceutical perspective, a failure to distinguish a drug from its enantiomer can have dire consequences. For example, several barbiturates show a depressant activity in one chiral form but are excitatory in the other [8]. (R)-Albuterol, a bronchodilator that increases the bronchial-airway diameter without raising the heart rate, is indirectly antagonized by its enantiomer, (S)-albuterol. Since (S)-albuterol is degraded slower than (R)-albuterol, the potentially harmful enantiomer tends to accumulate [9]. Because there is no reason to assume that the enantiomer of a therapeutically active component is free from undesirable effects [10], development of new stereoisomeric drugs has been tightly regulated [11].

1.2. Chirality and pattern recognition

The investigation of three-dimensional objects, whether chiral or achiral, is largely based on the use of pattern recognition. This is perhaps the most important process in the acquisition of knowledge and the driving force behind the development of any scientific discipline. Recognizing differences and similarities within and between species or expressing the patterns observed in experimental data in the form of rules and equations are examples of applied pattern recognition. As biology becomes increasingly amenable to quantification, there is an emerging need for dedicated pattern-recognition tools. Indeed, the human brain is considered the most sophisticated and powerful pattern-recognition machine in existence. One primary goal of pattern recognition is to reduce a wealth of information to a manageable set of characteristics (features) that map patterns to predefined classes, and thus assign a meaning to a signal. Chirality is one such feature.

In chemistry, molecules are classified as either chiral or achiral, and there are well-established conventions defining the handedness of each chiral centre. However, chirality has been difficult to quantify, and different
chirality measures have been proposed in different fields [12,13]. A suitable numerical chirality measure should ideally address two basic questions: (i) is the object left- or right-handed (e.g. the most common form of the DNA double helix has a twist that is conventionally called right-handed), and (ii) what is the degree of its handedness. Additionally, it should be continuous, invariant under rotation, translation and scaling, and it should change its sign when the object is mirrored. Preferably, a chiral feature for pattern recognition should be tolerant to a modest amount of noise, which is inevitable in experimental data. Finally, in order to be of practical use, it must be efficiently computable even for the large amount of data commonly encountered in life science-related problems.

One can view a chirality measure as a tool for quantifying the difference in shape between an object and its mirror image [14]. Indeed, many approaches have been based on a comparison of the two enantiomorphs. Although the question of whether an object is symmetric about a given plane is straightforward to answer, the problem becomes hard when the location of the potential mirror plane is unknown. The associated computational complexity largely prohibits the use of such comparative methods in pattern-recognition applications. Osipov et al. [15] addressed the problem differently and derived chirality measures by analogy with the theory of optical activity, which quantifies the physical property of rotating the plane of plane-polarized light [16,17]. For a density distribution \( \rho(\mathbf{r}) \), which for a body consisting of point atoms is a set of delta functions, Osipov et al. [15] arrived at the so-called universal chirality index \( G_0 \) by integration over all possible combinations of sets of four points in space, \( \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3 \) and \( \mathbf{r}_4 \),

\[
 G_0 = \int \left( \mathbf{r}_{12} \times \mathbf{r}_{34} \cdot \mathbf{r}_{14} \right) (\mathbf{r}_{12} \cdot \mathbf{r}_{23})(\mathbf{r}_{23} \cdot \mathbf{r}_{34}) r_{14}^2 \rho (\mathbf{r}_1) \rho (\mathbf{r}_2) \rho (\mathbf{r}_3) \rho (\mathbf{r}_4) d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 d\mathbf{r}_4
\]

where \( \mathbf{r}_i = [x_i, y_i, z_i]^T \), \( r_{ij} = || \mathbf{r}_i - \mathbf{r}_j || \), and \( a \) and \( b \) are arbitrary integers, defining a set of differently scaled chirality indices. They proposed \( a = 2, b = 1 \), for which equation (1.1) yields a scale-invariant quantity. It may be shown that equation (1.1) integrates to zero for \( a = b = 0 \). If \( \rho(\mathbf{r}) \) is normalized to be a probability density function, \( G_0 \) becomes independent of the unit of \( \rho(\mathbf{r}) \). The index \( G_0 \) computed locally from the atomic coordinates of short amino acid sequences in crystal structures, has been used in the classification of protein secondary structure [18,19]. Although an analytical expression of \( G_0 \) can be derived for simple three-dimensional shapes [15], the numerical evaluation of equation (1.1) has a complexity \( O(N^4) \) for objects sampled at \( N \) points, which becomes computationally intractable once \( N \) exceeds a few hundred.

An attractive alternative is the use of moment invariants, which can be computed in time proportional to the size of the object. Moments that are invariant under rotation for two-dimensional objects were first studied by Hu [20], and in three-dimensional space by Sadjadi & Hall [21]. Several publications on three-dimensional moment invariants have appeared since then, but there is still no equivalent of the two-dimensional ‘skew invariant’ in three dimensions [22–25], which would be able to distinguish the two mirror images of the same object. In this paper, we present a way to solve this problem by evaluating equation (1.1) in \( O(N) \) time using moment invariants. This offers a means of fast computation of an object’s chirality, since the size of the object is no longer a limiting factor. Applications of the method to various three-dimensional objects and biological problems are presented and discussed.

2. RESULTS AND DISCUSSION

2.1. The chirality index as a three-dimensional moment invariant

For any non-negative integers, \( l, m \) and \( n \), the raw moments \( (M_{lmn}) \) of order \( l + m + n \) of a three-dimensional density distribution function \( \rho(x, y, z) \) are defined by

\[
 M_{lmn} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^l y^m z^n \rho(x, y, z) dx \, dy \, dz.
\]

If \( \rho(x, y, z) \) is a piecewise continuous and bounded function which is non-zero only in a finite part of \( \mathbb{R}^3 \), moments of all orders exist and their sequence \( \{M_{lmn}\} \) is uniquely determined by \( \rho(x, y, z) \). In the same way \( \rho(x, y, z) \) is uniquely determined by \( \{M_{lmn}\} \).

The central moments \( (\mu_{lmn}) \), which are invariant under translation, are taken about the mean of the object,

\[
 \mu_{lmn} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x - \bar{x})^l (y - \bar{y})^m (z - \bar{z})^n \rho(x, y, z) dx \, dy \, dz,
\]

where the components of the mean are defined by \( \bar{x} = \frac{M_{001}}{M_{000}} \), \( \bar{y} = \frac{M_{010}}{M_{000}} \) and \( \bar{z} = \frac{M_{003}}{M_{000}} \).

By choosing \( a = 0 \), \( b = -2 \), the denominator in equation (1.1) is eliminated and the integral can be expressed in the form

\[
 \left( \sum_{l_1} l_1^m_1 m_1^1 z_1^1 l_2^2 m_2^2 z_2^2 l_3^3 m_3^3 z_3^3 l_4^4 m_4^4 z_4^4 \right) \times \rho(r_1) \rho(r_2) \rho(r_3) \rho(r_4) d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 d\mathbf{r}_4,
\]

where \( l_i, m_i \) and \( n_i \) are non-negative integer powers. Integrating equation (2.3) over \( \mathbb{R}^3 \) allows the chirality index to be expressed as a sum of products of four moments

\[
 \sum \mu_{l_1 m_1 n_1} \mu_{l_2 m_2 n_2} \mu_{l_3 m_3 n_3} \mu_{l_4 m_4 n_4}
\]

This is the simplest, but not the only way to eliminate the fraction in equation (1.1). One can, in principle, use higher absolute powers but since they are increasingly sensitive to noise, the application to practical cases with experimental data would become difficult if not impossible. Setting \( a = 0 \) and \( b = -2 \) reflects...
2.2. Representative applications

2.2.1. Biphenyl. Biphenyl (figure 1a) is an achiral planar molecule [26]. However, as the torsion angle \( \theta \) around the central \( C-C \) bond between two phenyl rings departs from zero, the molecule becomes chiral. At an angle of 90°, the molecule possesses two mirror planes, and is again achiral. For torsion angles higher than 90°, the chirality of biphenyl is reversed. Osipov et al. [15] used the biphenyl molecule to illustrate their general chirality index \( G_0 \). In figure 1b we compare the values of CI, equation (A 4) (red curve) with the corresponding values of \( G_0 \), where \( a = 2 \) and \( b = 1 \) (green curve). The density distribution \( \rho(\mathbf{r}) \) is zero everywhere except at the atomic centres of the biphenyl molecule, where it takes the value of the atomic number of the corresponding atom (hydrogen atoms do not significantly affect the results and were excluded for the sake of simplicity). The curves for both CI and the index of Osipov et al. behave similarly. In the case of CI, the curve is perfectly sinusoidal and the index assumes its highest absolute values at \( \theta = 45° \) and \( \theta = 135° \). This correlates nicely with the expected dependence of the chirality on the value of the biphenyl torsion angle. The behaviour of CI when applied to data with moderate amount of noise is illustrated in figure 1c, where a normally distributed random shift is applied to the coordinates of the biphenyl molecule. While the CI tolerates a coordinate error of 0.4 Å reasonably well (blue curve), an error of 1.0 Å (purple curve) results in essentially random values.

2.2.2. Tartaric acid. Tartaric acid (figure 2a) is one of the earliest known chiral molecules. Here, we use it to assess the sensitivity of CI to the smoothness of the distribution \( \rho(\mathbf{r}) \). We computed electron density maps from the coordinates of L-tartaric acid at successively lower resolutions (figure 2c–f). Here the values of \( \rho(\mathbf{r}) \) correspond to the electron density height at each point \( \mathbf{r} \) on a cubic grid. At high resolution (\( d_{\text{max}} = 1.0 \) Å), the electron density closely resembles the atomic structure. As resolution decreases, the electron density becomes less detailed, until it eventually

\[
\frac{1}{\sqrt{\pi} s^{l+m+n}} \mu_{000},
\]

where \( s \) is a suitable rotation-invariant linear metric, e.g. the radius of gyration of the object

\[
r_{\text{gyr}} = \sqrt{\frac{\mu_{200} + \mu_{020} + \mu_{002}}{3\mu_{100}}},
\]

or the cubic root of the volume of the approximating ellipsoid

\[
v = \left( \frac{4\pi}{3} \mu_{200} \mu_{110} \mu_{101} \mu_{011} \mu_{002} \right)^{1/3}.
\]

As the volume of the approximating ellipsoid approaches zero for near-planar objects, it may be of limited use for scaling purposes. In contrast, the radius of gyration works well in practical applications (see equation (A 5)).

Equation (2.4) yields one particular chiral invariant (hereafter denoted as CI) of the general form of equation (1.1), which has the attractive property of \( O(N) \) complexity. The fully expanded expression in terms of central moments is given in equations (A 1)–(A 5) of appendix A.
appears as an almost achiral ellipsoidal blob \( d_{\text{max}} = 4.0 \text{ Å} \). The magnitude of CI follows the resolvability of the electron density and reflects the gradual drop in the degree of its chirality as resolution decreases (figure 2b).

2.2.3. Monellin. To date, most crystal structures of enantionic mixtures have been determined in the centrosymmetric space group, \( P1 \) [27–29]. Under these conditions, the enantiomers are constrained to be exact mirror images of each other within the crystal. For monellin, a potently sweet protein consisting of a 44-residue A chain and a 50-residue B chain, separate crystal structures of the chemically synthesized D-form at 1.8 Å resolution (PDB code 2q33; [6]) and the natural L-form at 1.9 Å resolution (PDB code 1klr; [30]) are available. Even though D-monellin closely resembles the mirror image of L-monellin, their alignment is not exact: the A and B chains of the L-form superpose on their mirror images in the D-form with an all-atom root mean square deviation of 1.25 and 1.31 Å, respectively.

We use these structural differences to assess the behaviour of CI in the presence of the experimentally observed differences.

We computed CI for the two forms of monellin from the deposited \( xyz \) coordinates. The density distribution, \( \rho(r) \), was equal to the value of the corresponding atomic number at atomic centres, and was zero elsewhere. As expected, the sign of CI differs for the L- and the D-forms, while the magnitude remains approximately the same (table 1). Some difference in the absolute values of CI for the A chain is caused by structural differences at the protein surface, in particular an N-terminal arginine, which is not modelled in the D-form. Recomputing the CI for L-monellin without the arginine side-chain atoms brings the value of its CI down to 5.2, close to its absolute value for the D-form. This Arg1 residue of chain A extends from the otherwise almost cylindrical molecule in a radial direction. In addition, the arginine residue is poorly ordered in the crystal structure.

![Figure 2. The CI for l-tartaric acid. (a) A tartaric acid molecule placed in a 10 \times 10 \times 10 \text{ Å}^3 cubic unit cell, viewed approximately along the z-axis. (b) The CI for the tartaric acid electron density (values higher than 1σ above the mean) as a function of the upper resolution limit, \( d_{\text{max}} \). As a reference, the value of CI computed from the tartaric acid \( xyz \) coordinates weighted by the corresponding atomic numbers is 1.7. (c–f) Overlapped two-dimensional projections of the electron density along the z-axis. The contours are drawn at 1σ above the mean. The upper resolution limit, \( d_{\text{max}} \), is indicated.](http://rsif.royalsocietypublishing.org/content/147/832/147.supp)

<table>
<thead>
<tr>
<th></th>
<th>L-monellin, chain A</th>
<th>L-monellin, chain B</th>
<th>D-monellin, chain A</th>
<th>D-monellin, chain B</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>6.6</td>
<td>11.2</td>
<td>-5.3</td>
<td>-12.0</td>
</tr>
<tr>
<td>( G_0 )</td>
<td>( 2.2 \times 10^{10} )</td>
<td>( 3.3 \times 10^{10} )</td>
<td>( -2.0 \times 10^{10} )</td>
<td>( -3.3 \times 10^{10} )</td>
</tr>
</tbody>
</table>
2.2.4. Alanine di-peptide fragment. As was noted above, the CI is a property of the whole object, and therefore it reflects the total contribution of all chiral constituents. For instance, the value of the CI for an alanine fragment, \( N-(\text{Ca}-\text{Cβ})-\text{C} \), is marginally positive, while the sign of the invariant for an alanine di-peptide fragment, \( \text{Ca}-\text{CO-N-(Ca-Cβ)}-\text{CO-N-Cα} \) (figure 3a) alternates as the dihedral angles \( \varphi \) and \( \psi \) change (figure 3b). The absolute value of the CI also changes. Although we do not attempt to assess the full complexity of the protein chain arrangement and folding with this simple di-peptide fragment alone, there is an apparent relationship between the obtained distribution and the well-known Ramachandran plot of polypeptide stereochemistry [31]. The preferred polypeptide conformations are those for which the chirality of the di-peptide fragment is close to zero. We note that there are several other regions of low chirality of the di-peptide fragment in figure 3b. Thus, while CI must be close to zero in all polypeptides, this condition alone is insufficient to fully define the general distribution of peptides in \( \varphi, \psi \)-space. In any case, it is clear that the polypeptide conformations do not occur in \( \varphi, \psi \)-space, where the chirality is high (either positive or negative).

There is also a noticeable difference in the value of the CI between \( \alpha \)-helices, which have a marginally negative chirality, and \( \beta \)-sheets where the chirality is, overall, slightly positive (figure 3b). These results concur with those obtained in circular dichroism experiments, where the difference in the interaction of a molecule with a circularly polarized light is measured; the two enantiomeric forms of a chiral compound exhibit optical activities of opposite sign, echoing the specific nature of their interactions with oscillating electric and magnetic fields [32,33].

2.2.5. Phase quality in crystallographic electron density maps. The above examples demonstrate the descriptive power of the CI. Here, we present a case that also illustrates its discriminative power. Figure 4a–c displays the same region of a crystallographic electron density map computed with the same structure factor amplitudes but different, gradually improving, phases. For each grid point of each map, the value of the CI was computed from the non-negative electron density inside a sphere with 3 Å radius. The distribution of the values of CI is different for the three maps (figure 4d). For example, the value of the kurtosis, the fourth central moment, is 1.57, 0.58 and −0.14 for the initial, intermediate and final map, respectively. This indicates that the maps computed with progressively better crystallographic phases have lower peakedness of their local CI distribution. In other words, the maps with better phases contain fewer regions where CI is close to zero, the expected value for a featureless object. These results are very preliminary and thorough elaboration on the use of the discriminative power of the CI will be undertaken and published elsewhere.

3. CONCLUSIONS

The CI presented here combines two important properties: its sign indicates the handedness of the object, and the magnitude represents the degree of its chirality. The value of CI is rotation-, translation- and scale-invariant. In addition, the CI is robust towards experimental uncertainties present in the data. For a random or featureless three-dimensional distribution of any size, the value of CI approaches zero, within the computational rounding error. As a result of its rapid and straightforward computation, the CI is suitable for the analysis and comparison of large datasets, such as
Figure 4. The CI for an electron density map. The map was computed for lysozyme measured to 1.54 Å resolution, using observed structure factor amplitudes and (a) phases obtained using anomalous dispersion from intrinsic sulphur atoms (red curve), (b) phases subsequently improved by density modification (blue curve) and (c) phases computed from the refined, final model (purple curve). The correlation coefficient to the map corresponding to the final model is 0.51, 0.81 and 1.0, respectively. (d) Distribution of the local value of the CI, computed from all non-negative density values within a sphere of 3 Å radius centred at each grid point of the map.

macromolecular structures or, potentially, complex probability density distributions—volume images from clinical tomography are a typical example. Indeed, for an object consisting of one million points, the CPU requirements to compute the CI (equations (A 4) and (A 5)) are of the order of milliseconds on modern desktop computers.

Many pattern-recognition tasks may benefit from taking chirality into account. For instance, a recently developed tool for searching three-dimensional secondary structural patterns attributes some of its improved performance to the use of chirality [34]. Another example is the automated recognition of structural fragments in macromolecular X-ray crystallography, where the CI computed for a local region of the electron density (§2.2.5) can add information that is not provided by other shape descriptors. Shape-recognition approaches based on, for example, distance matrices or variance–covariance matrices are insensitive to the handedness of the object, and complementary use of the CI has the potential to increase the power of such methods.

We thank Drs Jan Flusser, Dong Xu, Richard J. Morris, Anastassios Perrakis, Matthew Groves and Ciaran Carolan for stimulating discussions. This work was supported by an EMBL pre-doctoral fellowship to J.H.

APPENDIX A. THE CI

Let $\alpha_i$ denote linear combinations of second-order central moments,

$$\begin{align}
\alpha_1 &= \mu_{002} - \mu_{020} \\
\alpha_2 &= \mu_{402} - \mu_{200} \\
\alpha_3 &= \mu_{200} - \mu_{002}
\end{align}$$

$\beta_i$, linear combinations of third-order central moments,

$$\begin{align}
\beta_1 &= \mu_{021} - \mu_{201} \\
\beta_2 &= \mu_{102} - \mu_{120} \\
\beta_3 &= \mu_{210} - \mu_{012} \\
\beta_4 &= \mu_{003} - \mu_{021} - 2\mu_{021} \\
\beta_5 &= \mu_{030} - \mu_{012} - 2\mu_{210} \\
\beta_6 &= \mu_{300} - \mu_{120} - 2\mu_{012} \\
\beta_7 &= \mu_{021} - \mu_{003} + 2\mu_{021} \\
\beta_8 &= \mu_{102} - \mu_{300} + 2\mu_{120} \\
\beta_9 &= \mu_{012} - \mu_{030} + 2\mu_{012} \\
\beta_{10} &= \mu_{021} + \mu_{201} - 3\mu_{003} \\
\beta_{11} &= \mu_{012} + \mu_{210} - 3\mu_{030} \\
\beta_{12} &= \mu_{102} + \mu_{120} - 3\mu_{300} \\
\beta_{13} &= \mu_{021} + \mu_{003} + 3\mu_{021} \\
\beta_{14} &= \mu_{102} + \mu_{300} + 3\mu_{120} \\
\beta_{15} &= \mu_{210} + \mu_{030} + 3\mu_{012} \\
\beta_{16} &= \mu_{012} + \mu_{030} + 3\mu_{210} \\
\beta_{17} &= \mu_{201} + \mu_{003} + 3\mu_{021} \\
\beta_{18} &= \mu_{120} + \mu_{300} + 3\mu_{102}
\end{align}$$

$\gamma_i$, linear combinations of fourth-order central moments,

$$\begin{align}
\gamma_1 &= \mu_{022} - \mu_{400} \\
\gamma_2 &= \mu_{202} - \mu_{040} \\
\gamma_3 &= \mu_{220} - \mu_{004} \\
\gamma_4 &= \mu_{112} + \mu_{130} + \mu_{310} \\
\gamma_5 &= \mu_{012} + \mu_{013} + \mu_{031} \\
\gamma_6 &= \mu_{211} + \mu_{013} + \mu_{031} \\
\gamma_7 &= \mu_{022} - \mu_{220} + \mu_{004} - \mu_{400} \\
\gamma_8 &= \mu_{202} - \mu_{022} + \mu_{400} - \mu_{040} \\
\gamma_9 &= \mu_{220} - \mu_{020} + \mu_{040} - \mu_{004}
\end{align}$$
Then CI (equation (2.4)) can be written as
\[
CI = 4s_3 \left( \mu_{101} \left( 3\gamma_2 - 2\gamma_3 - \gamma_1 \right) + \mu_{201} \left( 3\gamma_1 - 2\gamma_2 - \gamma_3 \right) + \mu_{112} \gamma_5 + \mu_{1003} \gamma_6 + \mu_{101} \left( 3\gamma_1 - 2\gamma_2 - \gamma_3 \right) + \mu_{2030} \gamma_7 + \mu_{111} \left( 3\gamma_3 - 2\gamma_4 - \gamma_2 \right) + \mu_{100} \left( 3\gamma_2 - 2\gamma_3 - \gamma_1 \right) + \mu_{010} \left( \gamma_5 - \gamma_1 \right) + \mu_{0003} \gamma_6 + \mu_{010} \left( \gamma_6 - \gamma_2 \right) + \mu_{002} \left( \gamma_6 - \gamma_3 - 2\gamma_1 - \gamma_7 \right) + \mu_{0002} \left( \gamma_3 - \gamma_1 - 2\gamma_1 - \gamma_7 \right) + \mu_{00002} \gamma_8 + \mu_{00002} \gamma_9 \right) 
\]

where \(s_3\) and \(s_4\) are scale factors,
\[
\begin{align*}
\begin{cases}
  s_3 = \frac{1}{\mu_{10000000}^{1/5}} \\
  s_4 = \frac{1}{\mu_{1000000}^{1/5}}
\end{cases}
\end{align*}
\]

and \(r_{\text{gyr}}\) is the radius of gyration of the object as defined in §2.1.
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