Mapping protein electron transfer pathways with QM/MM methods
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Mixed quantum mechanics/molecular mechanics (QM/MM) methods offer a valuable computational tool for understanding the electron transfer pathway in protein–substrate interactions and protein–protein complexes. These hybrid methods are capable of solving the Schrödinger equation on a small subset of the protein, the quantum region, describing its electronic structure under the polarization effects of the remainder of the protein. By selectively turning on and off different residues in the quantum region, we are able to obtain the electron pathway for short- and large-range interactions. Here, we summarize recent studies involving the protein–substrate interaction in cytochrome P450 camphor, ascorbate peroxidase and cytochrome c peroxidase, and propose a novel approach for the long-range protein–protein electron transfer. The results on ascorbate peroxidase and cytochrome c peroxidase reveal the importance of the propionate groups in the electron transfer pathway. The long-range protein–protein electron transfer has been studied on the cytochrome c peroxidase–cytochrome c complex. The results indicate the importance of Phe82 and Cys81 on cytochrome c, and of Asn196, Ala194, Ala176 and His175 on cytochrome c peroxidase.
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1. INTRODUCTION

Electron transfer is one of the simplest but crucial reactions in biochemistry present in almost all enzymatic cycles (Beratan et al. 1992; Langen et al. 1995). It might involve a relatively short pathway, for example from a substrate directly bound in the vicinity of the acceptor group, or a large pathway, for example across protein–protein complexes, where the donor and the acceptor might be considerably apart from each other. In any of these cases, obtaining direct information of the electron pathway is not a trivial task. Such atomic and electronic detailed information, however, is very valuable in terms of a better understanding of the enzymatic cycle, which might lead to more efficient protein inhibitor design.

The usual experimental procedure to determine the electron transfer pathway is by means of direct protein mutation. While this technique can probe the importance of some residues in the electron migration, it also has some disadvantages. First, performing the mutation of many residues is time and money consuming. Second, the mutation might bring some secondary effects, such as structural changes or significant perturbation of the electrostatics, which might mask the real cause for the loss of electron conductivity. Here, computational tools offer an alternative approach that might reduce the time and expenses of further experimental work to map the electron transfer pathway (Roitberg et al. 1998; Liang et al. 2004; Lin et al. 2005). They do not introduce any perturbation on the system and have the spatial and temporal resolution needed. They require, however, a fair resolution crystal structure to start with. With the actual rate of computer and quantum chemistry methodologies development, it is approaching the time when most experimental studies will initially perform a simulation.

Currently, there are various programs capable of obtaining an approximate electron transfer pathway. They are based on topological search algorithms finding the shortest pathways between the defined electron donor and acceptor (Kurnikov 2000), or on approximate, semi-empirical extended Hückel level of theory (Balabin & Onuchic 1996, 2000; Gehlen et al. 1996) for instance. The current increase in computational resources, together with the recent development of mixed quantum mechanics/molecular mechanics (QM/MM) algorithms, however, allow us to design more rigorous methodologies capable of tracking the electron delocalization (Skourtis & Beratan 1997; Gruschus & Kuki 1999; Improta et al. 2006; Migliore et al. 2006). QM/MM methods contain the elements to properly describe the potential energy surfaces relevant to biological and chemical processes (Mo & Gao 2000; Reuter et al. 2000; Vreven et al. 2003; Friesner & Guallar 2005; Senn & Thiel 2007). The reactive region of the active site can be studied with a robust ab initio QM methodology, employing a QM region of sufficient size to encompass any important electronic structure.
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effects. The remainder of the protein can be modelled at the cheaper MM theoretical level, providing the appropriate structural constraints, and the electrostatic and van der Waals non-bonding interactions with the core reactive region. Current computational resources, for example eight processors on an SGI Altix cluster, allow one to perform a wave-function analysis for a large quantum region, of the order of 400 atoms, in approximately 1–2 days.

In QM/MM methods, the Schrödinger equation is only solved for those atoms included in the quantum region (QM region). The MM or classical region is described by a set of ‘solid’ spheres with point charges. Electrons can only flow (or localize) between those atoms in the QM region. Thus, one can imagine multiple combinations of including/excluding residues in the QM region aiming to underline the pathway taken by the electron from the donor to the acceptor. Some approaches, currently under study in our laboratory, will be presented below.

Our interest in electron transfer pathway and spin delocalization started when studying the enzymatic cycle of cytochrome P450 camphor (Ortiz de Montellano 1995). We were particularly interested in compound I (Cpd I), an oxyferryl species known to be a major player in oxidative catalysis in cytochromes and peroxidases (Egawa et al. 1994; Wistram et al. 1999; Jones & Dunford 2005). Cpd I is an iron(IV) oxyferryl species with two unpaired electrons in an iron-oxo moiety and a third unpaired electron localized in a porphyrin or protein radical. Owing to its high reactive nature, characterization of Cpd I has been particularly elusive (Jones & Dunford 2005). Besides the problems related to its short lifetime, the complexity of the system obscures the specific location of the radical. Computational modelling offers the possibility of studying the electron delocalization by means of solving the time-independent Schrödinger equation. Our studies pointed to an electron delocalization of the third unpaired electron in the propionate side chains of the porphyrin (Guallar et al. 2003; Guallar & Friesner 2004). These results generated much controversy among theoreticians and have been lately revised by several groups (Schoneboom et al. 2004; Altun et al. 2006, 2007; Guallar & Olsen 2006; Zheng et al. 2006; Zurek et al. 2006).

The observed delocalization of the spin density in the propionate side chains in Cpd I fitted well with several crystallographic structures. Figure 1a depicts the substrate arrangement in the ascorbate peroxidase crystal complex (APX), in direct contact with the haem propionates, substantially removed from the iron centre (Sharp et al. 2003). This protein, and in particular its Cpd I intermediate, uses electrons from the ascorbate to perform its peroxidase biochemistry. In figure 1a, we show a scheme of the haem Cpd I intermediate, indicating the metal iron centre and the oxo ligand (the iron–oxo moiety). Additional evidence of the importance of the propionates in APX comes from mutation studies (Barrows & Poulos 2005).

Remarkable crystallographic support for the active role of the propionates also comes from the bacterial di-haem cytochrome c peroxidase (bCcP) from Pseudomonas nautica 617. bCcP is one of the simplest prototypes for multicentre electron transfer proteins, containing a high-potential electron-transferring haem and a low-potential peroxidatic haem. The catalytic peroxidatic haem follows a hydrogen peroxide decomposition biochemistry. The enzyme activation event, observed crystallographically by Dias et al. (2004), is triggered by an essential calcium ion. Upon activation, there is a large rearrangement resulting in a direct link connecting the two haem centres through the propionates and Trp94, as shown in figure 1b.

In this paper, we summarize recent results for the analysis of the electron delocalization in P450cam, for the transfer pathway in APX and bCcP, and propose a novel approach for long-range interactions in protein–protein complexes.

2. MATERIAL AND METHODS

Enzymes having a large number of atoms and where it is not possible to solve the Schrödinger equation for the entire system require, for example, a multiscale approach combining quantum and classical mechanics. Mixed QM/MM approaches have recently been developed, which can join together QM and MM representations of different segments of a complex condensed phase system (Gao et al. 1998; Gao & Truhlar 2002; Friesner & Guallar 2005). The conjunction of these technologies contains the elements necessary to properly describe the potential energy surfaces relevant to enzymatic chemistry. Starting from a crystallographic structure (or some other atomic
model), the system is divided into a quantum and a classical region. In the quantum region, the time-independent Schrödinger equation is solved by means of a self-consistent approach using a basis set centred at the atomic centres. The outcome produces a wave function (molecular orbitals) from which several electronic properties are extracted. The classical region is described by a set of solid atoms with fixed charges and radii. These atoms are parametrized by a force field including bonding and non-bonding classical terms.

The models for P450cam, the substrate-bound APX and the di-haem bCcP systems were obtained from the 1DZ9, 1OAF and the 1RZ5 crystals, respectively. Preparation of the system included soaking the protein in a box of pre-equilibrated water molecules followed by 100 ps molecular dynamics at 300 K using periodic boundary conditions. The system was slowly heated and cooled in the first and last 10 ps. (More general details on the methods and system preparation have been published elsewhere (Friesner & Guallar 2005).) For the QM/MM minimizations, only a 10 Å layer of water molecules surrounding the proteins was kept. Geometry optimizations were carried out using unrestricted DFT with the B3LYP functional in combination with the 6-31G* (LACVP* effective core potential for the iron) basis set. In all geometry calculations, the last layer of oxygen atoms from the explicit water solvent was constrained. For all intermediates, we calculated the quartet and doublet spin states. All calculations were performed with the QSite program (2001, QSite, Schrödinger, Inc., Portland, Oregon).

We performed calculations with different quantum regions in the QM/MM system. This procedure allows us to track the electron delocalization. The results presented in §3 are based on spin-density and molecular orbital plots describing the radical content of the different intermediates. The spin plots are obtained from a grid projection of the difference in the alpha- and beta-spin orbitals from an unrestricted wave function. They represent the total amount (and localization) of spin density. A Mulliken population analysis has also been used to approximately quantify the amount of radical character in specific groups, such as the metal centre, the ascorbate substrate, etc.

3. RESULTS

3.1. Short electron transfer. Electron delocalization in compound I

Cpd I is an iron(IV) oxyferryl species with two unpaired electrons in an iron–oxo moiety and a third unpaired electron localized in a porphyrin or protein radical. The specific location of this third unpaired electron changes among different enzymes; small differences in the active site can introduce significant changes in the spin localization. We have presented mixed QM/MM results indicating the partial delocalization of the third unpaired electron into the haem propionates (Guallar et al. 2003; Guallar & Friesner 2004). Compound I can be envisioned as the product of an intramolecular single electron transfer reaction from the porphyrin to a putative FeV centre, resulting in a FeIV–oxo moiety and a radicaloid porphyrin ligand. In this environment, our results indicated that the carboxylate is not electronegative enough to maintain fully occupied lone pair orbitals on its oxygen atoms, giving rise to a defect of electronic density on one of the propionates. Thus, the third unpaired electron partially delocalizes into the propionate groups. These results generated quite a controversy and produced several additional studies by us and other groups (Schoneboom et al. 2004; Altun et al. 2006, 2007; Guallar & Olsen 2006; Zheng et al. 2006; Zurek et al. 2006).

A close inspection of the propionates’ vicinity in the P450cam crystal structure, 1DZ9, reveals a very interesting disposition of Asp297 (Schlichting et al. 2000). The oxygen–oxygen distance between the propionate and the carboxylic side chain of the aspartic residue is only approximately 2.3 Å. Such a short distance cannot be modelled with a hydrogen bond. The crystal resolution and beta factors, however, do not indicate a large error in the experimental distance. Interestingly, the distance is reproduced, with a remarkable agreement when the aspartic acid is deprotonated and treated, in the computational modeling, inside the quantum region. In such a model, where the haem group and the aspartic acid are both treated at the quantum level of theory, electrons can flow freely between these two moieties. The results indicate a one-electron transfer from the duet propionate–aspartic to the metal centre (Guallar & Olsen 2006). Thus, the third unpaired electron moves, respectively delocalizes, all the way to Asp297. Figure 2 shows a plot of this third unpaired electron. As a result of this electron transfer, the duet propionate–aspartic has a total net charge of only −1 electron units, which is nicely screened by the close arginine (also shown in figure 2), allowing for the close O–O distance observed experimentally. These controversial observations, independently confirmed by the group of Thiel (Altun et al. 2007), much depends on the protonation state of some specific residues (for example Asp297). Further experimental and theoretical studies will be necessary to assess the large delocalization of the third unpaired electron into Asp297. This delocalization, however, seems not to affect the hydroxylation process of camphor; the third unpaired electron is rapidly filled after the first hydrogen atom transfer from the camphor substrate (Altun et al. 2007).
The results for P450cam indicate that Cpd I is capable of oxidizing residues in the vicinity of the haem group. This is obviously not a surprising result due to the known oxidation biochemistry of Cpd I and its numerous examples of forming covalent links to neighbour residues (Metcalfe et al. 2004; Pipiron et al. 2007). The fact that the electron might travel through the propionates is, however, a more controversial fact. These side chains have been observed classically as an electrostatic anchor for the haem group. This more modern view of the propionates, however, does not seem so surprising when observing the arrangement of the ascorbate substrate in the quantum region (figures 1 and 3).

We have recently studied the three unpaired electrons in the ascorbate peroxidase Cpd I. The results are summarized in figure 3. In figure 3b, we observe the spin distribution when we include the haem group and the ascorbate substrate in the quantum region. As expected, Cpd I has oxidized the substrate and the third unpaired electron is located exclusively in the ascorbate. We should note here that for apo-APX, in the absence of the ascorbate substrate, the third unpaired electron is localized in the porphyrin cation radical (Patterson et al. 1995; Guallar & Olsen 2006). The result is very similar to that for P450cam, which oxidizes residue Asp297 (substrate for APX) in the vicinity of the propionates, as shown in figure 2. In the case of APX, however, the plots show the total spin distribution for all three unpaired electrons, having the first two located at the iron–oxo moiety (as seen in other Cpd I calculations; Ogliaro et al. 2000; Harris et al. 2001; Kamachi & Yoshizawa 2003; Zheng et al. 2006).

In figure 3b, we show the results for the quartet spin state but analogous results are obtained for the doublet (Ogliaro et al. 2000; Kamachi & Yoshizawa 2003). By employing mixed QM/MM methods, we can switch on and off the electronic description of different regions in the enzyme (namely the quantum and molecular mechanic region). Figure 3a displays the spin density for the same intermediate, having exactly the same structure as in figure 3b but with the ascorbate substrate excluded from the quantum region. Omitting the quantum description of the ascorbate eliminates the possibility of an electron transfer from this species to the iron metal centre. Thus, the QM region in figure 3a includes only the haem group (including the axial metal ligands). The first two unpaired electrons are located, as in figure 3b, in the iron–oxo moiety. The third unpaired electron clearly depicts a direct pathway connecting the iron centre to the substrate through the 7-propionate group. To point out the equivalence between the doublet and quartet spin states, we also show the doublet spin state in the inset in figure 3a.

Very similar results have also been obtained for the bacterial di-haem cytochrome c peroxidase. For this large di-haem system, we performed three calculations with three different quantum regions. The larger model included both the haem groups and the tryptophan bridging them in the quantum region. This model revealed, as expected, the one-electron transfer from the high-potential haem to the low-potential haem (sketch shown in figure 1). The second model excluded the high-potential haem from the QM region. The last model excluded both the high-potential haem and the bridging tryptophan residue. These last two models indicated the involvement of the tryptophan and the propionate groups in the electron transfer pathway connecting both metal centres.

### 3.2. Long electron transfer. Protein–protein interactions

The previous results indicate that a simple procedure, based on including/excluding residues to the quantum region in QM/MM simulations, can determine the electron pathway for short transfers. These results encouraged us to apply a similar scheme for long-range electron transfers. The novel methodology we have designed consists in the following procedure. We start by setting the parameters for both the donor and the acceptor matching the oxidized state. By doing so, the electron has already left the donor but has not yet arrived at the acceptor. This parametrization, consisting of a QM/MM calculation from which we extract the electrostatic potential fitted charges, is important since our procedure continues by placing both residues in the classical region. Thus, there is no electronic description of the donor and the acceptor in the quantum region. Instead, we focus on the ‘transfer region’ between them, the region that now contains the electron. We perform a first iteration including the entire transfer region in the QM subsystem and run a calculation where we add this electron to the system and specify a doublet spin state. Here, we are searching for the first receptor for the electron. Once we have located it, we proceed to the second iteration by turning the first identified residue into the classical description, excluding it from the

---

**J. R. Soc. Interface (2008)**

---

**Figure 3. (a) Spin-density plot for the three unpaired electrons in APX when the ascorbate substrate is excluded from the quantum region. The main figure represents the quartet spin state and the inset shows the doublet spin state. (b) Spin density for the three unpaired electrons in APX when the ascorbate substrate is included in the quantum region (quartet spin state).**
quantum region. By excluding this residue, we do not allow an electronic description of it and thus the additional electron within the system needs to find another host. Hence, we look for a second electron acceptor in the transfer region. We iterate this procedure until we find a direct pathway connecting the donor and the acceptor. For very large transfer regions, the procedure could be applied to several subregions, of approximately 400 atoms (the present limit for current QM/MM methods), to cover the entire donor–acceptor distance. Thus, at this stage, the method consists in finding the residues with larger electron affinity in the transfer region, expecting that they will define an electron transfer pathway.

Figure 4 illustrates the preliminary results for the cytochrome c peroxidase–cytochrome c (CcP–Cyt c) complex. For this purpose, we have used the high-resolution crystal structure from the Poulos laboratory, 1SV6 (Guo et al. 2004). This structure presents a covalent link between the two proteins, which results in a high-resolution crystal. Additionally, this covalent structure closely mimics the physiological electron transfer complex (Guo et al. 2004). After placing the transfer region in the quantum region, adding one more electron and specifying a doublet spin state, the extra electron is localized in the side chain of Phe82 (a Cyt c residue), our first electron acceptor shown in blue in figure 4. This phenylalanine is located next to the donor haem, in direct contact with the methyonine (Met80), which acts as an axial ligand for the metal centre. Then proceeded by excluding this residue from the quantum region. The second iteration placed the electron in the carbonyl group of Cys81 (also in the Cyt c protein), one of the cysteines involved in the covalent link of both proteins. This carbonyl group is only 4.8 Å apart from the excess of electron delocalization, as shown in the previous results of Pelletier & Kraut (1992) and Guo et al. (2004). We should mention here that this procedure identifies the pathway including those residues with higher electron affinity in the transfer region. A shorter tunnelling pathway might differ substantially from it. Previous studies by Pelletier & Kraut (1992) and Beratan et al. (1992) have proposed a main pathway involving Ala194 (CcP) to Trp191 (CcP) that differs from ours. They used a method focusing on tunnelling contributions and, more importantly, a different initial structure without the sulphur–sulphur bridge (2PCC). Figure 5 shows the outcome of running HARLEM (Kurnikov 2000), a more approximate method aiming to characterize tunnelling pathways, on the two different crystal structures: 1SV6 (with the S–S bridge) and 2PCC. Clearly, two different pathways are obtained. Without the sulphur bridge, we recover the previous results of Pelletier & Kraut (1992) and Beratan et al. (1992). With the sulphur bridge, we obtain a pathway in very close agreement with the one obtained with our method. Thus, it seems that the sulphur bridge does affect considerably the electron transfer pathway (but not the enzymatic rate). In addition, our method seems to identify pathways close to the tunnelling regime. Obviously, we need to run more applications to corroborate this point.

Several other issues need to be addressed and we are currently working on them. First, we need to address the excess of electron delocalization, as shown in the third iteration. It is known that DFT methods tend to
delocalize the electron in the radical species (Harvey et al. 2006). Initial tests with an unrestricted Hartree–Fock wave function instead of a DFT one show good promise. Additional discussion might originate from the non-uniqueness of the electron transfer pathway. Several local parameters, for example protonation states, conformational changes, etc., might originate different pathways. Recent studies have suggested the important role of protein fluctuations on the electron transfer coupling mechanisms (Prytkova et al. 2007; Beratan & Balabin 2008). The method proposed, based on consecutive single-point calculations, is sufficiently fast to study different initial conditions and suggests alternative pathways. Current efforts in our laboratory are focusing on all-atom refinement of protein–protein docking and crystal structures, generating many conformations, which will undergo electron transfer characterization. Another interesting possible application is the study of alternative pathways after single mutations. At this stage, owing to the difference in quantum regions, it is not straightforward to obtain the electronic coupling between the different electron transfer states. Future work will focus on this problem as well as calculation of the electron transfer rates between the active sites (Prytkova et al. 2005).

In summary, we have shown that theoretical QM/MM methods are a valuable tool to characterize the electron transfer pathway for short and long distances. We propose a novel technique where we activate–deactivate different residues in the quantum region list in order to track the migration of the electron. Importantly, initial results for peroxidase systems indicate the active role of the haem propionate in conducting the electron, complementing the classical view of the propionate side chains as electrostatic anchors.

Computational resources were provided by the Barcelona Supercomputing Center. This work was supported by startup funds from the Barcelona Supercomputing Center and through the Spanish Ministry of Education and Science through the project CTQ2006-10262/BQU.

REFERENCES


