A two-tiered model for simulating the ecological and evolutionary dynamics of rapidly evolving viruses, with an application to influenza
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Understanding the epidemiological and evolutionary dynamics of rapidly evolving pathogens is one of the most challenging problems facing disease ecologists today. To date, many mathematical and individual-based models have provided key insights into the factors that may regulate these dynamics. However, in many of these models, abstractions have been made to the simulated sequences that limit an effective interface with empirical data. This is especially the case for rapidly evolving viruses in which de novo mutations result in antigenically novel variants. With this focus, we present a simple two-tiered ‘phylodynamic’ model whose purpose is to simulate, along with case data, sequence data that will allow for a more quantitative interface with observed sequence data. The model differs from previous approaches in that it separates the simulation of the epidemiological dynamics (tier 1) from the molecular evolution of the virus’s dominant antigenic protein (tier 2). This separation of phenotypic dynamics from genetic dynamics results in a modular model that is computationally simpler and allows sequences to be simulated with specifications such as sequence length, nucleotide composition and molecular constraints. To illustrate its use, we apply the model to influenza A (H3N2) dynamics in humans, influenza B dynamics in humans and influenza A (H3N8) dynamics in equine hosts. In all three of these illustrative examples, we show that the model can simulate sequences that are quantitatively similar in pattern to those empirically observed. Future work should focus on statistical estimation of model parameters for these examples as well as the possibility of applying this model, or variants thereof, to other host–virus systems.
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1. INTRODUCTION

The ecological and evolutionary dynamics of many RNA viruses have been increasingly well described over the last several decades, yet the factors driving their dynamics are still only poorly understood. One approach towards identifying key factors is through the formulation of mathematical models that, when analysed analytically or simulated, yield quantitative predictions of the case dynamics and the evolutionary dynamics of the viral population (Holmes & Grenfell 2009). In the case of antigenically variable viruses, these ‘phylodynamic’ models (Grenfell et al. 2004) frequently incorporate multiple antigenically distinct strains and keep track of either the immune status or the infection histories of individuals in the host population.

These multi-strain models range in complexity from the very simple and abstract (e.g. Girvan et al. 2002; Tria et al. 2005) to the more complex and biologically realistic (e.g. Ferguson et al. 2003; Koelle et al. 2006). Many of them yield dynamics that are qualitatively consistent with the dynamics they seek to reproduce. For example, when parametrized with a short duration of infection, the status-based multi-strain model developed by Gog & Grenfell (2002) yields self-organized sets of strains that turn over in time, consistent with empirical patterns of influenza. Other examples are the phylodynamic models developed by Ferguson et al. (2003) and Koelle et al. (2006), both of which yield case dynamics and viral diversity patterns that are qualitatively similar to those observed and
phylogenies that resemble the known topology of influenza’s haemagglutinin (HA) protein. Although these multi-strain models, among others, have been able to simulate dynamics that are consistent with particular features of the observed data, many of these models embody different mechanistic hypotheses about what factors play dominant roles in shaping the dynamics. For example, the model by Gog & Grenfell (2002) considers only strain-specific immunity, whereas the model by Ferguson et al. (2003) considers the additional role that generalized immunity may play in shaping the evolutionary dynamics of influenza’s HA. The model by Koelle et al. (2006) considers a third hypothesis: that the evolutionary dynamics of influenza’s HA are shaped by periodic selective sweeps occurring during antigenic cluster transitions.

Given this growing set of phylodynamic models that differ in their mechanistic hypotheses, determining which model performs best when confronted statistically with observed data is now necessary. In the case of phylodynamic models, these data come in two forms: epidemiological (case) data and evolutionary (sequence) data. Interfacing disease models with case data has a long history (e.g. Bobashev et al. 2000; Finkenstädt & Grenfell 2000; Koelle & Pascual 2004; Xia et al. 2005; Ionides et al. 2006; King et al. 2008), with a subset of these analyses focusing on parameter estimation and model selection for antigenically variable RNA viruses (Xia et al. 2005; Fraser et al. 2009). However, phylodynamic models have to date not routinely been tested statistically against observed sequence data.

A quantitative comparison of simulated sequence data against observed sequence data could focus on a number of different sequence-derived patterns. These include divergence and diversity patterns, as well as quantitative comparisons of phylogenies reconstructed from simulated and observed sequences. Although many phylodynamic models have considered at least one of these patterns (Girvan et al. 2002; Ferguson et al. 2003; Trià et al. 2005; Koelle et al. 2006; Minayev & Ferguson 2009a,b), the comparisons against observed data have been only qualitative in nature. The reason for this limitation lies in the current inability of these models to capture these patterns quantitatively. This does not imply that these models are missing the relevant processes at play; rather, the quantitative mismatch between model-simulated sequence data and empirical sequence data results from the way in which sequences have been represented in these models. Specifically, phylodynamic models to date have simplified the representation of viral sequences by considering bitstrings (Girvan et al. 2002; Trià et al. 2005), a subset of codons (Ferguson et al. 2003; Koelle et al. 2006) or a limited number of antigenic loci (Recker et al. 2007; Minayev & Ferguson 2009a,b). These sequence representations have made the models computationally tractable at the cost of simulating sequences that differ in length (or in structure) from the empirical sequences with which they are being compared. In the case of the models that simulate a subset of codons, a quantitative comparison could of course be made between empirical and simulated sequences, if only a subset of the empirical sequences were considered. However, considering a subset of sites introduces several difficulties. First, which subset should be used? Our understanding of which sites are important for antigenic change is still incomplete. Second, if different phylodynamic models represent their sequences differently, a quantitative comparison against sequence data would use different subsets of the data. This would result in models not being compared against the same sequence dataset, making difficult the process of model selection.

To enable a quantitative comparison between simulated and observed sequence data, we here develop a new phylodynamic model that makes explicit the difference between antigenic change and genetic change, and thereby makes it computationally feasible to model sequences in their entirety. Specifically, the model we formulate consists of two tiers. The first tier of the model simulates the ecological dynamics of the virus and its antigenic phenotypes. As such, it builds conceptually on the idea that strain phenotypes (i.e. antigenic variants or clusters), instead of genotypes, can be used as the ‘fundamental particle’ for modelling RNA viruses such as influenza (Plotkin et al. 2002). More recently, Gökaydin et al. (2007) and Ballesteros et al. (2009) have used this phenotype-level approach to consider the invasion dynamics of a new antigenic cluster into a host population with a resident cluster. Most relevant to the research presented here, Koelle et al. (2009) have recently introduced an antigenic tempo model, which, in a modified version, we use here as the first tier of our two-tiered model.

The second tier of the model simulates the molecular evolution of a virus’s antigenic protein. It does so by taking as given the epidemiological dynamics simulated in the first tier of the model. Biologically, this separation of ecological dynamics from evolutionary dynamics is of course absurd: the molecular changes of a virus drive the emergence of new antigenic variants, and therewith affect the case dynamics. However, the effect of molecular changes on the epidemiological dynamics is indirect, with the link being the dynamics of the antigenic phenotypes. As such, to simulate case dynamics, a phenomenological model that reproduces the emergence dynamics of antigenic variants can be considered. It is this modular separation of phenotypic dynamics from genotypic dynamics that simplifies the computational complexity of the simulations and thereby allows us to simulate viral sequences that can be statistically compared with empirical sequence data. Below, we first describe the epidemiological submodel and detail (in appendix A) how this model can be mechanistically interpreted in terms of mutations that enable immune escape. We then describe the second tier of the model, the molecular evolution submodel. A schematic overview of the two tiers of the model and the flow of simulated data is shown in the electronic supplementary material, figure S1. The Matlab source code is available for download from the corresponding author’s website.

As described here, the two-tiered model assumes that viruses evolve antigenically in a punctuated manner. As such, mutations are assumed to be antigenically neutral or nearly so most of the time, with only the rare mutation resulting in a large antigenic change. This model is, therefore, a simplification of the previously published phylodynamic model of Koelle et al. (2006), which hypothesizes that occasional antigenic innovations
and the selective sweeps that accompany their emergence are the two key factors that drive the evolutionary dynamics of influenza A (H3N2)’s HA in humans. The model presented here improves upon this previous model in terms of both its simplicity and its ability to reproduce the quantitative patterns of the observed sequence data.

Following the description of the model, we provide three case studies to illustrate the flexibility of the model and the diversity of dynamics that it can generate. The first application is to influenza A (H3N2) in humans, the second to influenza B in humans and the third to H3N8 in equine hosts. Our first application to influenza A (H3N2) shows that gradual antigenic evolution within antigenic clusters is necessary to reproduce the ecological and evolutionary patterns of the observed data. To our knowledge, it is the first phylodynamic model that can quantitatively reproduce the known patterns of viral diversity and divergence over time. Our second application demonstrates that the model under a different parametrization can generate the emergence and maintenance of two viral lineages, consistent with the evolutionary patterns observed for influenza B. Our third application serves to illustrate the possibility of extending the model. Specifically, we extend the two-tiered model to two patches (representative of North America and Europe) to show that it can reproduce the evolutionary dynamics of influenza A (H3N8) in equine hosts subject to transatlantic quarantine measures.

Although all three of our applications focus on influenza, this two-tiered model is not limited to this virus, as other RNA viruses (e.g. HIV and norovirus) appear to evolve by punctuated immune escape (Cobey & Koelle 2008). The model is also not limited to the assumption of punctuated antigenic evolution, as will be discussed in §4, although it is in this case that the modular advantages of this model are most clearly evident.

2. THE TWO-TIERED MATHEMATICAL MODEL

2.1. Tier 1: the epidemiological submodel

To model the virus’s epidemiological dynamics, we improve on the antigenic tempo model recently presented elsewhere (Koelle et al. 2009). This model starts with a given multi-strain model formulation, interpreting strains in terms of major antigenic variants instead of in terms of unique genotypes. As in Koelle et al. (2009), we use a status-based approach to modeling strain interactions (Gog & Grenfell 2002), which assumes polarized immunity. The deterministic dynamics of susceptible and infected individuals belonging to a major antigenic variant \( i \) are captured by equations of the form

\[
\frac{dS_i}{dt} = \mu(N - S_i) - \sum_{j=1}^{n} \beta \frac{S_i}{N} \sigma_j I_j + \gamma(N - S_i) - I_i \quad (2.1)
\]

and

\[
\frac{dI_i}{dt} = \beta \frac{S_i}{N} I_i - (\mu + \nu) I_i - h(t - \tau_i^\ast) I_i, \quad (2.2)
\]

where \( N \) is the population size, \( \mu \) is the birth rate and the death rate, \( \gamma \) is the rate of within-variant waning immunity, \( \nu \) is the recovery rate, \( \beta \) is the transmission rate and \( n \) is the total number of antigenic variants that have circulated in the population up to time \( t \). The dynamics of individuals immune to variant \( i \), \( R_i \), are not shown, as they can be easily computed by \( R_i = N - S_i - I_i \). As previously described in Koelle et al. (2009), the degree of immunity between variants \( i \) and \( j \) is given by \( \sigma_{ij} = \theta^{\delta_{ij}} \), where \( \theta \) is the degree of immunity between a mother–daughter variant pair and \( \delta_{ij} \) is the antigenic kinship level between variants \( i \) and \( j \). The rate of antigenic change, defined as the rate at which individuals infected with variant \( i \) give rise to a new antigenic variant. We allow this rate to depend on the age of the variant, \( t - \tau_i^\ast \), where \( \tau_i^\ast \) is the time at which variant \( i \) emerged in the population. Specifically, using an approach similar to the punctuated model of antigenic change detailed in Koelle et al. (2009), we model the per capita antigenic emergence rate, \( h(t - \tau_i^\ast) \), phenomenologically by using a Weibull hazard function, with scale parameter \( \lambda \) and shape parameter \( k \)

\[
h(t - \tau_i^\ast) = \frac{k}{\lambda} \left( \frac{t - \tau_i^\ast}{\lambda} \right)^{k-1}. \quad (2.3)
\]

When \( k = 1 \), this function reduces to a constant rate of antigenic change, which many previous multi-strain models have assumed. However, we consider the case of \( k > 1 \), such that the rate of antigenic change increases with the age of the variant. This phenomenological increase in the rate of phenotypic change can be interpreted in several ways. First, it is consistent with ‘rules of thumb’ that have been developed to predict the emergence of antigenically novel variants. These rules of thumb generally specify that a certain number of amino acid changes in epitope regions are required to precipitate a major antigenic change (Wiley et al. 1981; Wilson & Cox 1990). Because it takes time to accumulate these amino acid changes, an endemic viral variant that has been circulating in a population is more likely to give rise to a new variant the longer it persists in the population. Second, an increase in the rate of antigenic change with variant age can be understood in terms of neutral networks in genotype space (Lau & Dill 1990; Koelle et al. 2006; van Nimwegen 2006). As an antigenic variant ages, the sequences that it comprises are accumulating neutral or nearly neutral mutations that are changing the genetic backgrounds of the sequences. Effectively, this exploration of sequence space can therefore lead to a per capita rate of antigenic emergence that increases with variant age. Third, and more formally, we can mechanistically interpret the rate of antigenic change increasing with the age of a variant by considering a Markov model that considers mutation accumulation. We outline this model in appendix A.

The model specified by equations (2.1)–(2.3), and schematically shown as the first tier in the electronic supplementary material, figure S1, differs from the original model formulation described in Koelle et al. (2009) in two ways. First, we allow for the possibility of waning...
immunity within each antigenic variant (which occurs when $\gamma > 0$), such that the dynamics within each antigenic variant are governed by susceptible-infected-recovered-susceptible (SIRS) dynamics instead of susceptible-infected-recovered (SIR) dynamics. Our model is therefore more general, allowing for SIR dynamics when $\gamma = 0$. Second, we simplify the model by simulating it stochastically in its entirety instead of using the stochastic hybrid approach described in Koelle et al. (2009). This change to a fully stochastic simulation removes the need to simulate the additional variables that are used to determine the emergence times of new phenotypes. Table 1 maps the deterministic equations constituting the model (equations (2.1)-(2.3)) into Markov chain events and their associated transition rates, which are used to simulate the model stochastically with the Gillespie $\tau$-leap algorithm (Gillespie 2007).

The majority of the events and their rates shown in table 1 are frequently used in stochastic simulations of disease dynamics. The one exception is the antigenic emergence event, which brings phenotypic novelty into the viral population. When an antigenic emergence event occurs for variant $i$ in the simulation, it results in an individual infected with variant $j$, where $j = n + 1$ and $n$ is the number of variants that have been in the population up to time $t$. The event also results in a decrease in the number of individuals infected with variant $i$ from $I_i$ to $I_i - 1$ (table 1). The number of hosts susceptible to variant $j$ can be computed at the time of variant $j$’s emergence if the numbers of births, deaths and infections have been tracked over the simulation.

### 2.2. Tier 2: the molecular evolution submodel

The second tier of the model consists of a molecular evolution submodel, which generates a set of time-stamped viral sequences from which a phylogeny can be inferred and from which diversity and divergence patterns can be constructed. This submodel uses as input the variant-specific disease dynamics from the epidemiological submodel, but does not provide any feedback to it (electronic supplementary material, figure S1). To simulate the molecular evolution submodel, a desired number of sampled sequences $s$ is first specified. Times of isolation are then randomly assigned to each of these $s$ sequences, taking into consideration the number of infected individuals at each time point. This is done by setting the probability of the time of isolation being day $k$ as $I(k)/\sum I(i)$, where $I(k)$ is the total number of individuals infected on day $k$ and index $i$ sums over all days of the simulation. Each time-stamped sequence is then probabilistically assigned an antigenic variant to which it belongs by letting the probability that the sequence belongs to variant $j$ be given by $I_j(k)/\sum I_i(k)$ where $k$ is the day of the sequence’s isolation and index $i$ sums over all antigenic variants present on day $k$.

A desired nucleotide length $l$ for the viral sequences is then specified, along with a mutation rate $m_{nuc}$ in units of nucleotide changes per site per year. The per-sequence mutation rate $m$ is given by the product $m_{nuc}$. Finally, we specify a given model of sequence evolution and provide parameters associated with this model. The model of sequence evolution chosen can be extremely simple and parameter sparse. For example, Kimura’s two-parameter model requires only one parameter for the transition rate and one parameter for the transversion rate (Felsenstein 2004). Alternatively, the model chosen can be more complicated. For example, the general time reversible (GTR) model with a proportion of invariant sites ($I$) and a gamma

<table>
<thead>
<tr>
<th>event</th>
<th>change</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>birth</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i + 1, I_i, R_i)$</td>
<td>$\mu N$</td>
</tr>
<tr>
<td>death</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i - 1, I_i, R_i)$ with probability $S_i/N$</td>
<td>$\mu N$</td>
</tr>
<tr>
<td>possible emergence for $i = j$</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i - 1, I_i + 1, R_i)$ with probability $S_i/N$</td>
<td>$\beta I_j$</td>
</tr>
<tr>
<td>possible infection for $i \neq j$</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i - 1, I_j, R_i + 1)$ with probability $\sigma_i S_i/N$</td>
<td>$v I_j$</td>
</tr>
<tr>
<td>recovery</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i + 1, I_i, R_i - 1)$</td>
<td>$\gamma R_i$</td>
</tr>
<tr>
<td>loss of immunity</td>
<td>$(S_i, I_i, R_i) \rightarrow (S_i - 1, I_i, R_i + 1)$</td>
<td>$h(t - \xi) I_i$</td>
</tr>
<tr>
<td>and $(S_{n+1}, 0, R_{n+1}) \rightarrow (S_{n+1} - 1, 1, R_{n+1})$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
distribution of rate variation \((I)\) would entail specifying 11 parameters: the frequencies of the four nucleotide bases, the transition rates between each pair of bases, the proportion of invariant sites and a parameter \(\alpha\) that controls the shape of the gamma distribution (Felsenstein 2004).

Under a given model of sequence evolution and its associated parameter values, site-specific mutation rates are then assigned to each of the \(l\) nucleotide locations. Under Kimura’s two-parameter model, the mutation rate of each site is \(m_{\text{nucl}}\). Under the GTR + \(I + \Gamma\) model, the mutation rate at each site is assigned based on the proportion of invariant sites \(I\) and the \(\alpha\) parameter of the \(\Gamma\) distribution, such that the per-sequence mutation rate comes out to be \(m\).

To begin the molecular evolution submodel simulation, a single sequence of length \(l\) is generated, with each site probabilistically assigned a nucleotide depending on base frequencies specified by the model of sequence evolution. This sequence belongs to antigenic variant \(i = 1\), and all infected individuals on day \(0\) of the simulation are infected with this strain. Starting with the first antigenic variant, all sampling times of the (genetically yet undetermined) sequences that belong to variant \(1\) are found, as are all the emergence times of variants that were generated specifically by this variant. Then, starting from day \(0\), from each day to the next, two processes occur: mutation and transmission of extant sequences. Mutation is simulated by first determining the number of mutations that will occur on a particular day. This number is determined by drawing from a Poisson distribution with mean \(ml\), where \(l\) is the number of individuals infected on a particular day. These mutations occur in the viral population (of size \(I\)) at sites that are randomly, weighted by their per-site mutation rate \(m_{\text{nucl}}\). A mutation assigned at a chosen nucleotide site in a chosen individual results in a nucleotide change that reflects the transition rates given by the model of sequence evolution. Transmission is simulated by first calculating, from one day to the next, the number of new infections and the number of recoveries, both only of the first variant. New infections are then drawn from the extant pool of viral sequences belonging to variant \(1\) and recoveries are chosen from this same pool. Recoveries always occur randomly, while new infections are chosen depending on the selective advantage of each viral sequence.

The selective advantage of a sequence is given by \(f_k\), where \(k\) is the sequence’s nucleotide distance from the founder sequence of the variant and \(f\) is a parameter specifying the intensity of the selective advantage a single nucleotide change confers within a single antigenic variant. In the case of purely neutral evolution within antigenic variants (\(\gamma = 0\) in equation (2.1)), \(f = 0\), such that new infections are chosen randomly from the pool of extant sequences. In the case of gradual antigenic evolution within antigenic variants (\(\gamma > 0\) in equation (2.1)), \(f > 0\), such that new infections are preferentially chosen from the set of extant sequences that have higher divergence from their founder sequence. (Clearly, there should be a quantitative relationship between the parameters \(\gamma\) and \(f\), with higher values of \(f\) associated with higher values of \(\gamma\). Unfortunately, at this point, we do not have an equation mechanistically linking the value of \(f\) to the value of \(\gamma\) as we have for linking \(\lambda\) to \(m\) (appendix A)). The implementation of the transmission step thereby captures both demographic stochasticity in disease transmission and the possibility for within-variant selection to act.

Throughout the day-to-day simulation of mutations and transmission events, sampling times of sequences belonging to variant \(1\) will be reached, as will emergence times of variants that arose from variant \(1\). When a sampling time is reached, a viral sequence is randomly chosen from the pool of infected individuals; this simulated sequence is now one of the \(s\) sequences that can be used in inferring a phylogeny. When an emergence time is reached, a viral sequence is randomly chosen from the pool of infected individuals and mutated at a single nucleotide location; this simulated sequence is now the founder of the antigenic variant born of variant \(1\) at that time. Alternatively, to be strictly consistent with the Markov chain process detailed above, the viral sequence can be chosen preferentially according to its nucleotide distance \(k\) from its founder sequence.

The same iterative procedure of mutation, transmission, and sequence sampling is then performed for variant \(2\) through to the last variant observed in the simulation. The set of sampled sequences that results from this simulation can then be compared against empirical sequence data. Although the simulated sequences will differ from the observed ones genetically, patterns of sequence evolution (e.g. divergence and diversity patterns) can be compared quantitatively across these datasets, and a phylogeny can be inferred from all \(s\) sampled sequences and compared against phylogenies inferred from empirical sequences.

3. AN APPLICATION OF THE MODEL TO INFLUENZA DYNAMICS IN HUMANS

To illustrate its use, we simulate the two-tiered model described above with parameter values that are reasonable for influenza. We use influenza as an application because sequence data are readily available for its dominant antigenic protein, the HA, and because the advantages of the two-tiered model in terms of its modular design are most evident for a system like influenza, where many mutations in the HA protein have been shown to be neutral or nearly so and single mutations have been shown to result in large antigenic changes (Webster & Laver 1980; Nakajima et al. 1983; Berton et al. 1984; Nakagawa et al. 2000, 2001a,b, 2002; Smith et al. 2004).

3.1. Simulating the dynamics of influenza A (H3N2) in humans

Influenza A subtype H3N2 has been circulating in humans since 1968, when a reassortment event between the
previously circulating influenza A subtype, H2N2, and a swine influenza virus resulted in its pandemic spread. From 1968 until the present, this subtype has dominated the flu season, with annual H3N2 attack rates estimated to be between 2 and 10 per cent. In temperate regions, H3N2’s disease dynamics are largely annual, with occasional years of low activity (figure 1a,b). The evolutionary dynamics of the virus are characterized by the emergence and replacement of antigenic clusters, occurring every 2–8 years (Plotkin et al. 2002; Smith et al. 2004) and, genetically, by the ladder-like phylogeny of its HA protein (figure 1c) (Fitch et al. 1997).

To apply the two-tiered model to influenza A (H3N2) in humans, we first modify the epidemiological submodel shown in equations (2.1) and (2.2) to incorporate a slightly larger degree of realism. Because we will compare the model simulations with the dynamics observed in a temperate region (figure 1a), we include in our simulations seasonal forcing of the transmission rate and a small immigration rate. With these modifications, equations (2.1) and (2.2) become

\[
\frac{dS_i}{dt} = \mu(N - S_i) - \sum_{j=1}^{n} \beta(1 + \epsilon \sin(2\pi t)) \frac{S_i}{N} \sigma_j(I_j + r p_i) + \gamma (N - S_i - I_i)
\]

(3.1)

and

\[
\frac{dI_i}{dt} = \beta(1 + \epsilon \sin(2\pi t)) \frac{S_i}{N} (I_i + r p_i) - (\mu + \nu) I_i - h (t - t_i) I_i
\]

(3.2)

where \(\epsilon\) is the strength of seasonal forcing, \(r\) is the immigration rate and \(p_i\) is the proportion of cases that belong to antigenic cluster \(i\).

We simulate this submodel under two parameter sets: (i) purely punctuated antigenic evolution and (ii) antigenic evolution that includes components of both punctuated and gradual antigenic change. A third parameter set, with only gradual antigenic evolution, is considered in the electronic supplementary material. Under the first parameter set, there is no waning of immunity within antigenic clusters (\(\gamma = 0\). In contrast, in simulations with the second parameter set, individuals can become reinfected with a given antigenic cluster after an average duration of immunity \(1/\gamma\). All other parameters of the model are chosen to be consistent with values from the literature, where possible (figure 2, legend).

Although the epidemiological submodel parametrized for purely punctuated antigenic evolution reproduces the emergence–replacement dynamics of influenza A (H3N2)’s antigenic clusters (figure 2a,c), it fails to reproduce other features of H3N2’s dynamics. Specifically, the simulated annual attack rates are generally too low and the emergence of a new antigenic cluster results in a year having an unrealistically large deviation from other years’ attack rates (figure 2a,b). However, the epidemiological submodel parametrized for a combination of punctuated antigenic evolution and gradual antigenic evolution is capable of reproducing the observed patterns of seasonal and interannual variability, as well as the magnitude of H3N2’s attack rates (figure 3a,b), while maintaining the ability to reproduce the emergence and replacement of antigenic clusters every 2–8 years (figure 3c). These emergence–replacement dynamics result from the strong selective advantage of novel antigenic variants, arising from the greater number of susceptible hosts available to them (figure 3d). The results shown in figures 2 and 3 are consistent with the recent findings by Ballesteros et al. (2009) that both gradual and punctuated antigenic evolution are necessary to effectively reproduce influenza A (H3N2)’s disease dynamics. A model that considers only gradual antigenic evolution does not reproduce the observed dynamics well, yielding strictly annual cycles with very low incidence rates (electronic supplementary material).

To simulate the molecular evolution submodel, we specify the length of the HA (\(I = 987\) nucleotides) and the HA mutation rate (\(m_{nuc} = 5.7 \times 10^{-3}\) nucleotide substitutions per site per year). We also use a GTR + \(I + \Gamma\) model of sequence evolution, with parameters that were estimated from a maximum-likelihood fit to H3N2 sequences whose phylogeny is shown in figure 1c (figure 4, legend). (Alternatively, we could use a simpler model of sequence evolution; our decision to use the GTR + \(I + \Gamma\) model is based on improving the realism of the model, without requiring additional free parameters.) For the model parametrized for punctuated antigenic evolution, we set \(f\), the degree of within-cluster positive selection, to 0. For the model parametrized for a combination of punctuated and gradual antigenic evolution, we allow for some positive selection within antigenic clusters by setting \(f = 0.01\). Setting \(f > 0\) is qualitatively consistent with antigenic maps for H3N2 that show a scatter of points for each antigenic cluster, indicating imperfect cross-immunity between viral strains belonging to a single cluster (Smith et al. 2004). The phylogenies inferred from the simulated sequences of both models (figure 4a,b) reproduce the cactus-like topology of H3N2’s HA phylogeny, consisting of a long trunk and short side branches (figure 1c). Diversity and divergence patterns of the simulated HA sequences can also be plotted and compared against those observed empirically (figure 5a–f). The model with only punctuated antigenic evolution fails to reproduce the rapid divergence that is empirically observed (figure 5c versus 5a). In contrast, the model with a combination of gradual and punctuated evolution captures this pattern quantitatively (figure 5e versus 5a). Although the model with both gradual and punctuated evolution clearly performs better in terms of reproducing divergence patterns, both models are capable of reproducing the sequence diversity patterns of H3N2’s HA (figure 5d,f versus 5b). In the electronic supplementary material, we further considered whether the model of only gradual antigenic change could effectively reproduce the evolutionary patterns of influenza’s HA. To some
Figure 1. Observed dynamics of influenza A (H3N2) in humans. (a) The case dynamics of influenza in France over the period 1984–2008 are shown in black (http://www.sentiweb.org/). Starting in 1997, FluNet data were available to estimate variant-specific dynamics (http://gamapserver.who.int/GlobalAtlas/). The subset of cases attributed to influenza A (H3N2) is shown in red after this date. (b) The annual attack rate of influenza in France, computed from the case dynamics shown in (a). Starting in 1997, the attack rate is partitioned into H3N2 cases (red) and H1N1/B cases (grey). Case dynamics are shown for France owing to the availability of data. Similar case dynamics are observed in other temperate regions, with similar estimated attack rates. (c) The phylogeny of influenza A (H3N2)’s HA, inferred from antigenically typed sequences isolated between 1968 and 2003 (Smith et al. 2004). Sequences are coloured by antigenic cluster.

Figure 2. Epidemiological submodel simulation under a model of purely punctuated antigenic evolution. (a) Simulated case dynamics. Antigenic clusters are colour-coded. (b) Simulated annual attack rates. (c) Proportion of cases belonging to each antigenic cluster. Parameters used: $N = 300$ million, $R_0 = 2$, $\mu = 1/70$ yr$^{-1}$, $\nu = 1/3$ d$^{-1}$, $\gamma = 0$ yr$^{-1}$, $\varepsilon = 0.25$, $\theta = 0.8$ (Gill & Murphy 1977), $r = 0.01$ N person yr$^{-1}$ and Weibull parameters $k = 2$, $\lambda = 500$. The epidemiological submodel was simulated stochastically, using Gillespie’s τ-leap algorithm (Gillespie 2007) with a time interval $\tau$ of half a day.
extent, it was able to do so. However, we also elaborate on why the molecular evolution submodel, as specified, is not appropriate for this application and review results from an existing model which show that gradual antigenic evolution leads to explosive viral diversity (as previously also shown in Ferguson et al. (2003)), inconsistent with a ladder-like phylogeny.

The results of the simulations shown here and in the appendix indicate, first, that punctuated antigenic change is an important driver of influenza A (H3N2)’s dynamics; second, that gradual antigenic evolution within clusters contributes to influenza A (H3N2)’s ecological and evolutionary dynamics; and, third, that the two-tiered model, when appropriately parametrized, can generate sequence data that quantitatively reproduce patterns in observed sequence data.

3.2. Simulating the dynamics of influenza B in humans

We now consider the dynamics of influenza B in humans, and whether an alternative parametrization of the two-tiered model can yield ecological and evolutionary dynamics consistent with this influenza type. Unlike the largely annual epidemics of influenza A (H3N2), influenza B epidemics occur only every 2–4 years (figure 6a) (Monto & Kioumehr 1975). Also different from H3N2, the evolution of influenza B’s HA is characterized by two distinct lineages, the Yamagata lineage and the Victoria lineage (figure 6b) (Rota et al. 1992). Epidemic seasons of influenza B usually have one of these two lineages dominating, although a co-occurrence of strains from both lineages is occasionally observed (Nerome et al. 1998). Within each of these two lineages, genetic and antigenic viral turnover has been documented (Rota et al. 1992; Nerome et al. 1998; Nakagawa et al. 2001a,b).

To reflect a lower mutation rate for influenza B (when compared against the mutation rate for influenza A) (Nobusawa & Sato 2006), we reparametrized the epidemiological model with a lower value of $g$, a lower value of $r$, and a higher value of $\lambda$ (figure 6, legend). A lower value of $g$ reflects slower within-cluster waning of immunity, owing to a lower mutation rate. This lower value of $g$ also reduces the equilibrium number of individuals infected with influenza B when one cluster is endemic.
This in turn would reduce the immigration rate $r$ of infected individuals. Lastly, with a lower mutation rate, we would expect a higher value of the Weibull scale parameter $\lambda$ (appendix A).

In simulations of the two-tiered model with this alternative parametrization, we find that these changes in parameter values result in lower attack rates and more interannual variability (results not shown), consistent with the observed epidemiological dynamics. However, the model with just these parameter changes did not reproduce the observed pattern of lineage (and cluster) co-circulation.

When the model is simulated with a longer duration of infection, however, two distinct lineages emerge and persist, with antigenic clusters replacing one another periodically within each lineage. Furthermore, the two lineages exhibit asynchronous dynamics, with one lineage usually dominating an influenza B season (figure 6c,d). The phylogeny inferred from the simulated sequences also reproduces the general topology of the phylogeny inferred from the empirical sequences (figure 6e).

We chose to consider a longer duration of infection because influenza B primarily affects children, and children are known to be infectious for longer periods of time than adults. Although these simulations can recover features of the observed evolutionary and ecological dynamics of influenza B, other parameter differences from influenza A (H3N2) not explored here (e.g., in the degree of cross-immunity between antigenic clusters) could result in similar dynamics. Statistical estimation of model parameters will therefore be critical for identifying the parameters that play the greatest role in shaping the dynamical differences between these two types of influenza.

3.3. Simulating the dynamics of influenza H3N8 in equine hosts

To illustrate the ease with which the two-tiered model can be extended, we now consider the evolutionary dynamics of influenza (H3N8) in equine hosts. This subtype of equine influenza A virus (EIV) was first isolated from its hosts in 1963 in Florida (Waddell et al. 1963). Since then, the virus has undergone many genetic and antigenic changes that resulted in EIV outbreaks in horses around the world (Daniels et al. 1985; Kawaoka et al. 1989; Oxburgh et al. 1994). H3N8 is currently the only known strain of EIV circulating in equine hosts; the H7N7 subtype of EIV has not been isolated in horses since 1980 (Webster 1993).

The patterns of genetic and antigenic change in EIV resemble the evolutionary patterns of influenza B virus in humans. Phylogenetic analysis of H3N8 from 1963 to 1986 shows a pattern of relatively linear evolution (Oxburgh et al. 1994) with lineage turnover and low genetic diversity (figure 7a). Some time between 1986 and 1990, H3N8 split into two distinct lineages, referred to as the ‘European’ and ‘American’ lineages, based on their geographical origin (figure 7a) (Lindstrom et al. 1994; Daly et al. 1996; Oxburgh et al. 1998; Oxburgh & Klingeborn 1999; Lai et al. 2004). This split was accompanied by the extinction of the older viral lineages (Daly et al. 1996; Oxburgh et al. 1998; Oxburgh & Klingeborn 1999; Lai et al. 2004). After some time, co-circulation of the two lineages was reported in European countries, such as Sweden and the UK (Daly et al. 1996; Oxburgh & Klingeborn 1999), but, interestingly, only a single isolate of the European lineage was observed in North America (the Canadian isolate A/Eq/Saskatoon/
Figure 5. Divergence and diversity patterns of empirical and simulated HA sequences. (a) Divergence of observed HA sequences from influenza A (H3N2) strain BI/16398/68, coloured by antigenic cluster. (b) Diversity of observed HA sequences over time. (c) Divergence of simulated HA sequences from the initial strain, coloured by antigenic cluster, for the purely punctuated model of antigenic evolution. (d) Diversity of simulated HA sequences over time for the purely punctuated model of antigenic evolution. (e) Divergence, as in (c), with sequences simulated from the model of punctuated and gradual antigenic evolution. (f) Diversity, as in (d), with sequences simulated from the model of punctuated and gradual antigenic evolution. For all plots, divergence is defined as the Hamming distance from each sequence to the reference strain, and diversity is defined as the average pairwise nucleotide distance of sequences sampled in a given year.

90) (Lai et al. 2004). The American lineage continued to diversify genetically, evolving into several sublineages (Lai et al. 2004; Bryant et al. 2009). In contrast, the European lineage has declined in prevalence and appears to be heading towards extinction, with only a few European isolates having been observed since 1993 (figure 7a) (Oxburgh et al. 1998; Bryant et al. 2009).

As for flu in humans, the recurrence of H3N8 in the horse population has been attributed to the antigenic drift of the virus’s HA protein (Hinshaw et al. 1983; Kawaoka et al. 1989; Berg et al. 1990; Endo et al. 1992). Haemagglutination inhibition assays of H3N8 isolates from 1963 to 1986 have indicated that the antigenic evolution of H3N8 parallels to a large extent the genetic evolution of the virus’s HA (figure 7a) (Hinshaw et al. 1983; Kawaoka et al. 1989).

Although similar to influenza B’s evolutionary dynamics, the dynamics of H3N8 in equine hosts is complicated by the international movement of race horses. Geographical isolation, through quarantine measures, has been proposed as an explanation for the appearance of the distinct European and North American lineages (Lindstrom et al. 1994; Daly et al. 1996; Lai et al. 2004), and the weakening of quarantine restrictions in Europe could be a potential explanation for the co-circulation of these lineages in Europe. Here, we extend the two-tiered model to allow for the evolutionary dynamics of H3N8 to take place in two geographical locations, representing Europe and North America. Specifically, the epidemiological submodel equations are first modified to consider two ‘patches’

\[
\frac{dS_{NA}}{dt} = \mu(N_{NA} - S_{iNA}) - \sum_{j=1}^{n} \beta_{ij}^{NA} I_{j}^{NA} - \sum_{j=1}^{n} r_{E-NA}
\]

\[
\times \beta_{ij}^{NA} \sigma_{ij} I_{j}^{E} + \gamma(N_{NA} - S_{iNA}^{NA} - I_{i}^{NA}), \tag{3.3a}
\]

\[
\frac{dI_{NA}}{dt} = \beta_{ij}^{NA} I_{j}^{NA} + r_{E-NA} \beta_{ij}^{NA} I_{j}^{E}
\]

\[
- (\mu + v) I_{i}^{NA} - h(t - t_{i}^{E}) I_{i}^{NA}, \tag{3.3b}
\]

\[
\frac{dS_{E}}{dt} = \mu(N_{E} - S_{iE}) - \sum_{j=1}^{n} \beta_{ij}^{E} N_{NA} I_{j}^{E} - \sum_{j=1}^{n} r_{NA-E}
\]

\[
\times \beta_{ij}^{E} \sigma_{ij} I_{j}^{NA} + \gamma(N_{E} - S_{iE}^{E} - I_{i}^{E}), \tag{3.3c}
\]

and

\[
\frac{dI_{E}}{dt} = \beta_{ij}^{E} I_{j}^{E} + r_{NA-E} \beta_{ij}^{E} I_{j}^{NA}
\]

\[
- (\mu + v) I_{i}^{E} - h(t - t_{i}^{E}) I_{i}^{E}. \tag{3.3d}
\]
This extension introduces two more parameters: the degree of transmission reduction from the European patch to the North American patch \((r_{E\rightarrow NA})\) and the degree of transmission reduction from the North American patch to the European patch \((r_{NA\rightarrow E})\). In the simulated years 1963–1986, we assign both patches the same reduction in the degree of transmission \((r_{E\rightarrow NA} = r_{NA\rightarrow E} = 1/100)\). During the simulated years 1986–1999, we assume that transmission between the patches ceases \((r_{E\rightarrow NA} = r_{NA\rightarrow E} = 0)\), reflecting effective quarantine between the two continents. After 1999, we let \(r_{E\rightarrow NA}\) remain at 0, but set \(r_{NA\rightarrow E}\) back to 1/100, to reflect the hypothesized breakdown of quarantine measures in Europe.

Simulations of this two-patch epidemiological submodel yield recurrent outbreaks of EIV in North America and in Europe (figure 8a,c), frequently coinciding with the appearance of a new antigenic variant. These patterns are qualitatively similar to the reported dynamics of EIV, with outbreaks occurring every 2–8 years and frequently being associated with new antigenic variants (Waddell et al. 1963; Livesay et al. 1993; Chambers et al. 1994; Daly et al. 1996; Ilobi et al. 1998; Damiani et al. 2008). We do not make an attempt at a quantitative comparison between model-simulated case dynamics and observed case dynamics because H3N8 is not a notifiable disease, and, as such, the data are not sufficient to allow for this comparison.

Simulations of the epidemiological submodel also show that the model can reproduce antigenic turnover patterns similar to those observed (figure 8b,d). Prior to 1986, both antigenic variants that arose rapidly spread through the two patches and globally replaced the previously endemic variant. After the initiation of the quarantine measures in 1986, a new antigenic variant arose in North America and, later, another in Europe. The emergence of these independent variants corresponds qualitatively to the arrival of the American and European lineages. In 1999, after the quarantine measures were weakened in Europe, the North American variant appeared in Europe, but did not succeed in replacing the European variant. Thus, we observe in our simulations co-circulation of the European and North American lineages in Europe. Owing to the intact quarantine restrictions in North America, only the North American lineage continues to circulate there. As time goes on, we continue to observe antigenic
evolution of both the North American and the European lineages.

Following the simulation of these variant specific case dynamics, we simulated the second tier of the model, the molecular evolution submodel, sampling sequences from both continents. The phylogeny reconstructed from the simulated sequences shows both qualitative and quantitative similarities to the tree inferred from observed H3N8 HA sequences (figure 7a, b). Qualitatively, lineage turnover and low genetic diversity are observed in both trees prior to 1986. Both phylogenies then split into two lineages in the late 1980s. In the last decade, both phylogenies show that sequences from the North American lineage were isolated in Europe. In addition to these qualitative similarities, the branch lengths of the tree inferred from simulated sequences are similar to those from the tree inferred from observed sequences.

The application and extension of the two-tiered model to include space in the simulation of equine influenza dynamics testifies to the versatility and adaptability of the model to different host systems and different ecological variables.

4. DISCUSSION

Here, we presented a two-tiered model that can be used to simulate both the ecological and the evolutionary dynamics of rapidly evolving RNA viruses. The model’s novelty resides in its modular design: it separates antigenic dynamics from genotypic dynamics, and thereby yields computationally simpler simulations that allow for a more realistic representation of viral sequences. At the heart of the two-tiered model is the antigenic emergence rate, which drives the emergence dynamics of new antigenic variants in the epidemiological submodel. Here, we also showed that this antigenic emergence rate, when parametrized with a shape parameter \( k \) of 2, can be mechanistically interpreted in
terms of a model that considers neutral mutation accumulation and the probability of immune escape increasing linearly with the number of mutations already accumulated (appendix A). The phenotypic dynamics resulting from this first tier of the model are then used as input for the second tier of the model, the molecular evolution submodel. We showed here that this second submodel simulates sequence data from which quantitative indexes (divergence and diversity metrics) can be computed, which can be compared with empirical sequence data. Furthermore, phylogenies can be inferred from these simulated sequences, with branch lengths that are comparable to those from trees inferred from empirical viral sequences. The two-tiered model in its entirety can, therefore, be used to generate case data and sequence data that can be confronted statistically against empirical datasets of these two types.

The modularity of the two-tiered model is its principal strength and will allow this framework to be adapted to consider alternative hypotheses and to include alternative, and potentially better or faster, submodels. For example, the first tier of the model uses a status-based, reduced infectivity multi-strain model in its implementation (Gog & Grenfell 2002). However, recent work has shown that this model, in contrast to other, more highly dimensional, multi-strain models, overestimates the level of herd immunity to a new antigenic variant (Ballesteros et al. 2009). Owing to its modularity, the two-tiered model can be easily modified to consider alternative epidemiological submodels, for example, the well-known history-based multi-strain model (Andreasen et al. 1997). Furthermore, any of these models can be extended to consider specific questions of interest, such as what climate variables are important drivers of influenza’s seasonal dynamics (Shaman et al. 2009), what role population substructure plays in the ecological and evolutionary dynamics of influenza (Truscott et al. 2009) and how cross-immunity may act (e.g. by its separate effects on infectiousness and infectious period; Park et al. 2009). The only requirement of the epidemiological submodel is that it generates variant-specific case dynamics, which are used as input into the second tier of the model (electronic supplementary material, figure S1).

Figure 8. Simulated epidemiological dynamics of influenza A (H3N8) in equine host across North America and Europe. (a) Simulated case dynamics in North America. Antigenic clusters are colour-coded. (b) Proportion of cases in North America belonging to each antigenic cluster. (c) Simulated case dynamics in Europe. Antigenic clusters are colour-coded. (d) Proportion of cases in Europe belonging to each antigenic cluster. The black line in 1986 marks the establishment of quarantine. The black line in 1999 marks the breakdown of quarantine for horses transported from North America to Europe. Parameters used: population sizes $N_{NA} = 9,500,000$ and $N_{E} = 4,500,000$ (http://www.horsetalk.co.nz/archives/2007/09/105.shtml), $R_0 = 2$, $\mu = 1/20$ yr$^{-1}$, $\nu = 1/7$ d$^{-1}$, $\gamma = 8$ yr$^{-1}$, $\epsilon = 0$, $\theta = 0.6$ and Weibull parameters $k = 2$, $\lambda = 900$. Prior to 1986, $r_{E\rightarrow NA} = r_{NA\rightarrow E} = 0.01$. Between 1986 and 1999, $r_{E\rightarrow NA} = r_{NA\rightarrow E} = 0$. After 1999, $r_{NA\rightarrow E} = 0.01$ and $r_{E\rightarrow NA} = 0$. Two-tiered phylodynamic model K. Koelle et al. J. R. Soc. Interface (2010)
Similarly, the molecular evolution submodel, as described, can be easily replaced with an alternative submodel. One possible alternative submodel that would be computationally faster, but apply to a more limited number of cases, might use approaches based on coalescent theory to yield viral genealogies. A second possibility is to replace the current molecular evolution submodel with a model that has a mechanistic link between the parameter \( f \) in the second tier of the model and the parameter \( \gamma \) in the first tier of the model. A third possibility would be to consider not just the process of point mutations, but also to allow for insertions, deletions, recombination and, for segmented viruses, reassortment. Here, the only requirement for the second tier is that it takes in variant-specific case data and generates time-stamped viral sequences.

Following its description, we applied the two-tiered model to influenza A (H3N2) in humans, to influenza B in humans and to influenza A (H3N8) in equine hosts in order to illustrate its use. In the first application, we showed that a model parametrized for a combination of gradual and punctuated antigenic change could quantitatively reproduce the ecological and evolutionary patterns of this subtype in humans. In contrast, and consistent with previous theoretical findings (Ballesteros et al. 2009), a model with purely punctuated antigenic evolution failed to capture these patterns well. In the electronic supplementary material, we also showed that only gradual antigenic evolution was not consistent with all of the observed dynamics of influenza A (H3N2). The ability of only the model with both modes of antigenic change to quantitatively reproduce the dynamic patterns of this variant resolves the seemingly contradictory findings that antigenic change occurs either in a punctuated (Smith et al. 2004; Wolf et al. 2006; Blackburne et al. 2008) or in a gradual (Shih et al. 2007; Suzuki 2008) manner. Both modes of antigenic evolution appear necessary: gradual antigenic evolution is needed to reproduce the observed periodicity of influenza’s ecological dynamics and the rapid rate of HA divergence, while punctuated antigenic evolution is needed to reproduce rates of divergence and the overall ladder-like topology of influenza A (H3N2)’s HA protein.

The application of the model to influenza B illustrated the model’s ability to generate qualitatively different ecological and evolutionary dynamics under alternative parametrizations. This ability is critical for the model to be effectively interfaced with different empirical datasets, through the development and application of new statistical approaches. The application of the model to influenza A (H3N8) in equine hosts served to illustrate the ease with which the model could be extended to accommodate further hypotheses. Specifically, we considered the hypothesis that the introduction and later weakening of quarantine measures between North America and Europe played a role in shaping the evolutionary dynamics of H3N8. Although the model realizing this hypothesis was able to reproduce features of the ecological and evolutionary dynamics of H3N8, alternative hypotheses could easily be considered within this framework. A statistical comparison between these models’ simulated sequences (and possibly case dynamics) could then determine the appropriate level of support for each of the models considered.

In our applications to flu, we parametrized the two-tiered model to consider the effects of humoral immune escape, driven by genetic changes in the virus’s dominant antigenic protein. While this parametrization has empirical support in the case of influenza (Smith et al. 2004), we may want to consider alternative mechanisms of immune escape. For example, there is evidence for positive selection of cytotoxic T lymphocyte escape mutants (Gog et al. 2003). Another possible hypothesis is that generalized immunity plays a role in shaping the ecological and evolutionary dynamics of influenza (Ferguson et al. 2003). These hypotheses, as other ones mentioned above, could easily be integrated into this two-tiered modelling framework. This integration would enable us to finally compare these hypotheses in a quantitative way, considering both incidence data and sequence data.

Although our focus here was on the ecological and evolutionary dynamics of RNA viruses at the population level, the two-tiered structure of the model could also be used to consider the dynamics at another level of organization. Specifically, while we modelled the dynamics of susceptible, infected and recovered hosts here, within-host dynamics could instead consider classes of naive cells and cells that are infected with virus of different antigenic phenotypes. In lieu of simulating epidemiological dynamics, the first tier of the model would simulate the viral load dynamics, by antigenic type. The second tier of the model would then be used again to generate viral sequences that could be compared with viral sequences isolated from a single chronically infected host over several time points (e.g. in the case of HIV; Shankarappa et al. 1999).

Regardless of whether the two-tiered framework presented here is applied at the within-host level or the population level, its ability to generate both case data and sequence data that can be statistically confronted with empirical observations will improve our understanding of the key drivers of viral dynamics, and may thereby ultimately help in their control.
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APPENDIX A. A MECHANISTIC INTERPRETATION OF THE WEIBULL HAZARD FUNCTION

We can interpret the rate of antigenic change increasing with the age of a variant (as specified by the Weibull hazard function in equation (2.3)) by considering the following Markov chain on the non-negative integers. Denote by \( P_n(t) \) the probability mass function for the compound event that, at time \( t \), a viral sequence belonging to a given antigenic variant \( i \) has accrued \( n \) mutations from the founder sequence of the variant
and that a new antigenic variant $j$ has not yet arisen from the mutations that have accrued in this sequence. Denote by $Q_n(t)$ the probability that, at time $t$, the viral sequence has accrued $n$ mutations and that a new antigenic variant $j$ has already arisen from these accrued mutations. Using these definitions, we can write the following master equation for considering the production of new antigenic variants

$$\frac{dP_n(t)}{dt} = m(1 - \alpha_{n-1})P_{n-1}(t) - mP_n(t) \quad (A\ 1a)$$

and

$$\frac{dQ_n(t)}{dt} = m\alpha_{n-1}P_{n-1}(t), \quad (A\ 1b)$$

where $m$ is the per-sequence mutation rate and $\alpha_n$ is the probability that a mutation to an antigenically preserved sequence that has already accrued $n$ mutations will result in a new antigenic variant. As the simplest possible non-trivial assumption, we let this probability be linearly increasing with the number of mutations $n$

$$\alpha_n = \rho n, \quad (A\ 1c)$$

where $\rho$ can be thought of as a parameter that captures, inversely, the antigenic protein’s robustness to genetic change. Let us consider $t^*_i$, the time of emergence of antigenic variant $i$, to be $t = 0$. At this time, any sequence belonging to cluster $i$ is in an unmutated state

$$P_0(t^*_i) = 1, P_n(t^*_i) = 0 \text{ for all } n > 0 \text{ and } Q_n(t^*_i) = 0 \text{ for all } n.$$

To solve this system, we can define the generating function

$$g(u, t) = \sum_{n=0}^{\infty} u^n P_n(t). \quad (A\ 2)$$

Differentiating with respect to $t$, we have

$$\frac{\partial}{\partial t} g(u, t) = m\sum_{n=0}^{\infty} u^n [(1 - \rho(n - 1))P_{n-1}(t) - P_n(t)]. \quad (A\ 3)$$

Differentiating with respect to $u$, we have

$$\frac{\partial}{\partial u} g(u, t) = \sum_{n=0}^{\infty} nu^{n-1} P_n(t), \quad (A\ 4)$$

so that

$$\frac{\partial}{\partial t} g(u, t) + m\rho u^2 \frac{\partial}{\partial u} g(u, t) = m(u - 1)g(u, t). \quad (A\ 5)$$

To solve this, we use the method of characteristics. Let $u = \sigma(t, u_0)$ define a family of curves with $u_0 = \nu(0, u_0)$ that covers the plane such that each point $(t, u)$ in the plane lies on one and only one curve in this family and thus can be traced back uniquely to its ‘origin’ $(0, u_0)$. We will produce solutions of equation (A 5) defined on each of these curves and then consider the curves together to form the complete solution. Define the function restricted to the curve with origin at $(0, u_0)$

$$\tilde{g}(t; u_0) = g(u(t, u_0), t). \quad (A\ 6)$$

We now have

$$\frac{d}{dt}\tilde{g}(t; u_0) = \frac{\partial}{\partial t} g(u(t, u_0), t) + \frac{\partial}{\partial u} g(u(t, u_0), t) \times \frac{du}{dt}(t, u_0). \quad (A\ 7)$$

Substituting equation (A 5) yields

$$\frac{d}{dt}\tilde{g}(t; u_0) = \frac{\partial}{\partial t} g(u(t, u_0), t) + \left[\frac{m(u - 1)g(u(t, u_0), t) - (\partial/\partial t)g(u(t, u_0), t)}{m\rho u^2}\right] \times \frac{du}{dt}(t, u_0). \quad (A\ 8)$$

We are free to define our curves any way we choose within the constraints given above, so we let

$$\frac{du}{dt} = m\rho u^2, \quad (A\ 9)$$

with solution

$$u(t, u_0) = \frac{u_0}{1 - m\rho t u_0}. \quad (A\ 10)$$

Now, substituting equation (A 9) into equation (A 8) yields

$$\frac{d}{dt}\tilde{g}(t; u_0) = m(u - 1)\tilde{g}(t; u_0). \quad (A\ 11)$$

With the additional substitution of equation (A 10), this yields

$$\frac{d}{dt}\tilde{g}(t; u_0) = m\left[\frac{u_0(1 + m\rho t) - 1}{1 - m\rho t u_0}\right]\tilde{g}(t; u_0). \quad (A\ 12)$$

which itself has solution

$$\tilde{g}(t; u_0) = \tilde{g}(0; u_0)e^{-(1/\rho)\log(1 - u_0 m\rho t) - mt} \quad (A\ 13)$$

The initial condition at time $t = 0$ becomes

$$\tilde{g}(0; u_0) = 1,$$

leaving

$$\tilde{g}(t; u_0) = (1 - u_0 m\rho t)^{-1/\rho}e^{-mt}. \quad (A\ 14)$$

Finally, we trace back from $u_0$ to $u$, solving equation (A 10) for $u_0$

$$u_0 = \frac{u}{1 + um\rho t}. \quad (A\ 15)$$

to get

$$g(u, t) = (1 + um\rho t)^{1/\rho}e^{-mt}. \quad (A\ 16)$$

The probability of escape by time $t$ is

$$P_E(t) = 1 - g(1, t) = 1 - (1 + m\rho t)^{1/\rho}e^{-mt}. \quad (A\ 17)$$

J. R. Soc. Interface (2010)
To leading order, we have
\[
\log(1 - P_E(t)) = -\frac{2}{3}pm^2t^2 + O((mp\theta)^3), \tag{A 18}
\]
or
\[
P_E(t) \approx 1 - e^{(-1/2)pm^2t^2}. \tag{A 19}
\]

The density function for the time of antigenic escape is just the time derivative of \(P_E\). To leading order, this is
\[
f(t) = (pm^2)t^{-1/2}(pm^2)^2, \tag{A 20}
\]
which is a Weibull density function with shape parameter \(k = 2\) and \(\lambda = \sqrt{2/m^2p}\).

A mutational process for which the probability of antigenic immune escape increases linearly with the number of mutations already accrued can, therefore, be modelled phenomenologically with a hazard rate with shape parameter \(k = 2\) and a value of \(\lambda\) that depends on the viral mutation rate \(m\) and its sensitivity to phenotypic change \(p\).

Several modifications to this mechanistic model can be considered. First, instead of assuming that the probability of antigenic immune escape is linearly increasing with the number of accrued mutations (equation (A 1c)), we can consider a second model that is also increasing with the number of accrued mutations, but also has the desired feature of saturating at 1. One such function is \(a_n = pm/(pm + 1)\). However, this function and those of a similar form do not have a closed-form solution for the probability of escape by time \(t\). Although the linear function we use in the derivation of the Weibull hazard function (equation (A 1c)) allows the probability of antigenic immune escape upon the next mutation to exceed 1, we can simulate the epidemiological submodel in a parameter regime where we are ensured that this underlying probability (which we do not explicitly use in the simulations) would never get sufficiently close to 1.

Second, instead of using the hazard rate of the Weibull density function shown in equation (A 20), one could use an exact expression for the rate of generating new antigenic variants that is derived from the Markov model shown in equations (A 1). This rate would be based on the exact expression for the cumulative density function shown in equation (A 17). In our simulations, we instead used the Weibull functional form because it is a simple and well-known distribution that has the ageing properties that we find biologically necessary.
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