Enzyme-sharing as a cause of multi-stationarity in signalling systems
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Multi-stationarity in biological systems is a mechanism of cellular decision-making. In particular, signalling pathways regulated by protein phosphorylation display features that facilitate a variety of responses to different biological inputs. The features that lead to multi-stationarity are of particular interest to determine, as well as the stability, properties of the steady states. In this paper, we determine conditions for the emergence of multi-stationarity in small motifs without feedback that repeatedly occur in signalling pathways. We derive an explicit mathematical relationship between the concentration of a chemical species at steady state and a conserved quantity of the system such as the total amount of substrate available. We show that this relationship determines the number of steady states and provides a necessary condition for a steady state to be stable—that is, to be biologically attainable. Further, we identify characteristics of the motifs that lead to multi-stationarity, and extend the view that multi-stationarity in signalling pathways arises from multi-site phosphorylation. Our approach relies on mass-action kinetics, and the conclusions are drawn in full generality without resorting to simulations or random generation of parameters. The approach is extensible to other systems.
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1. INTRODUCTION
Multi-stationarity (the existence of more than one steady state under particular biological conditions) in cellular systems can be seen as a mechanism for cellular decision-making. How it arises is therefore fundamental to the understanding of cell signalling—that is, the communication of signals to regulate cellular activities and responses. Generally, cell signalling involves post-translational modifications of proteins, such as phosphorylation, acetylation or methylation. These modifications change the state of a protein in a discrete manner—for example, from an active to an inactive state.

In eukaryotes, reverse phosphorylation is the most frequent form of protein modification affecting approximately 30 per cent of all proteins in humans [1]. Kinases catalyse the transfer of phosphate groups to target proteins and phosphatases catalyse the reverse operation. After the completion of the human genome project, genome analysis estimated the number of kinases to approximately 500 [2], while the number of phosphatases is smaller by two-thirds [1]. Two protein phosphatases, PP-1 and PP-2A, account for the vast majority of all phosphatase activity [3] with more than 50 PP-1 targets being characterized [4].

As a consequence, there is a substantial complexity in the interplay between enzymes (kinases and phosphatases) and substrates, exemplified by systems where protein substrates use the same catalysing enzymes (enzyme-sharing) and systems where different enzymes catalyse the same reaction (enzyme competition). Competition and sharing are general examples of cross-talk between motifs.

The aim of this work is to determine the characteristics that lead to multi-stationarity. Following different modelling strategies, it has already been shown that feedback in signalling networks as well as multi-site phosphorylation can both account for multi-stationarity [5–7].

We present a mathematical approach for analysing the steady states of small systems. Our method leads to explicit conditions for when multi-stationarity occurs in terms of rate constants and conserved total amounts of substrates and enzymes. Further, the approach provides means to study the stability of steady states.

First, we present the motifs that we analyse and then we develop the method to determine multi-stationarity and to study stability. The paper concludes with some perspectives and discussion.

2. MOTIFS
2.1. Description
We analyse the motifs shown in figure 1. The motifs are referred to as Motif (a)–(l) and provide simple abstract representations of known cellular systems. Some examples motivating our choice of motifs are given in table 1. A rich source of examples is found in the well-studied mitogen-activated protein kinase (MAPK) cascades.

To understand how multi-stationarity relates to enzyme usage, we base our investigation on a motif that does not show multi-stationarity itself. Therefore, we...
build the motifs from a one-site phosphorylation cycle which is monostable [16–19] and shown in Motif (a). A specific kinase (phosphatase) catalyses phosphorylation (dephosphorylation) and all modifications can be reversed. In general, protein phosphoforms are denoted by $S$ and $P$ (figure 1). If one phosphoform is converted into another, an arrow is drawn and the enzyme ($E$ or $F$) catalysing the reaction is indicated.

Motifs (a)–(d) cover different possibilities for a one-site modification process. In Motif (b), the same enzyme catalyses phosphorylation and dephosphorylation. Motifs (c) and (d) account for competition between kinases and/or phosphatases to catalyse the same modification(s).

In eukaryotes, phosphorylation of most proteins takes place in more than one site [20], potentially with different biological effects [21]. Combination of two one-site cycles into a two-site sequential cycle yields three motifs: (e) all enzymes are different, (f) only one kinase but two phosphatases, and (g) one kinase and one phosphatase. By symmetry, Motif (f) represents as well a motif with one phosphatase but two kinases. We assume for simplicity that both phosphorylation and dephosphorylation proceed in a sequential and distributive manner [22]—that is, one site is (de)phosphorylated at a time in a specific order.

Motif (h) represents one-site modification of two substrates that share the same kinase but use different phosphatases. This motif represents by symmetry also a system with a shared phosphatase. If both the kinase and the phosphatase are shared, we obtain Motif (i).

Finally, two one-site modification cycles can be combined in a cascade motif, where the activated substrate of the first cycle acts as the kinase of the next. The interplay between enzymes is represented by three cascades: (j) dephosphorylation at each layer uses different phosphatases, (k) the phosphatase is not layer specific, and (l) the kinase of the first layer catalyses the modification in the second layer as well.

2.2. Mathematical modelling

We assume that any modification $S \rightarrow S^*$ follows the classical Michaelis–Menten mechanism in which an intermediate complex $Z$ is formed reversibly but dissociates into product and enzyme $G$ irreversibly:

$$S + G \xrightarrow{a} Z \xrightarrow{c} S^* + G$$

The phosphate donor, generally ATP, is assumed to be in large constant concentration and hence embedded into the rate constants. Imposing mass action kinetics, the species concentrations over time can be modelled by a system of polynomial differential equations. For example, in Motif (a) the equations are (here $E$ also refers to the concentration of the kinase $E$, and similarly

![Figure 1. Motifs composed of one or two one-site cycles. Motifs with purple label, and only these, admit multiple biologically meaningful steady states. $S_i$ and $P_i$ are substrates with $i = 0, 1, 2$ phosphorylated sites. $E, E_1, E_2$ denote kinases, and $F, F_1, F_2$ phosphatases. In Motif (b), the kinase and the phosphatase are the same enzyme.](http://rsif.royalsocietypublishing.org/)
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for the other species) as follows:

\[
\dot{E} = (b^E + c^E)X - a^E S_0 \quad \dot{X} = -(b^E + c^E)X + a^E E S_0
\]

\[
\dot{F} = (b^F + c^F)Y - a^F F S_1 \quad \dot{Y} = -(b^F + c^F)Y + a^F F S_1
\]

\[
S_0 = b^S X + c^S Y - a^S E S_0 \
S_1 = c^S X + b^S Y - a^S F S_1,
\]

where \(X(Y)\) is the intermediate complex formed by the enzyme \(E(F)\) and the substrate \(S_0(S_1)\), and \(\dot{x}\) denotes differentiation of \(x = x(t)\) with respect to time.

For all motifs, there are conservation laws that define time-conserved quantities (total amounts), e.g. \(\dot{E} + \dot{X} = 0\) and so \(\dot{E} = \dot{E} + \dot{X} = 0\) and \(\dot{S} = S_0 + S_1 + X + Y\) in addition to that of \(E\).

The steady states of the system are solutions (potentially with negative values) to the polynomial equations obtained by setting all derivatives to zero with the constraints imposed by the conservation laws, once total amounts have been fixed. These laws imply that some steady-state equations are redundant, e.g. either \(\dot{E} = 0\) or \(\dot{X} = 0\) can be disregarded. We focus on the biologically meaningful steady states (BMSSs), that is, the steady states for which all concentrations are non-negative (positive or zero). If at least two BMSSs exist for fixed total amounts, then the system is said to be multi-stationary.

The specific form of the chemical reactions for Motifs (a)–(l) together with the corresponding systems of differential equations are described in the electronic supplementary material.

### 3. THE STEADY-STATE FUNCTION \(\varphi\)

In this section, we outline the procedure used to analyse the motifs. Details of the mathematical analysis are in the electronic supplementary material.

The system of equations describing the steady states can be reduced substantially by elimination of variables \([7,23]\). For the motifs considered here, elimination of variables implies that the steady states are characterized by a relation \(S = \varphi(Y)\) between the concentration of one of the species, typically an intermediate complex \(Y\), and the total amount of a substrate \(S\). The concentrations of the other species are given in terms of \(Y\), usually as ratios of polynomials in \(Y\). By imposing all concentrations to be non-negative, \(Y\) is restricted to a set \(\Gamma\) of possible values. Further, for any \(S \geq 0\), there is at least one BMSS, that is, \(\dot{S} = \varphi(Y)\) for some \(Y\) in \(\Gamma\). The function \(\varphi\) is continuous and differentiable in \(\Gamma\) and depends on the rate constants and the total amounts, except for \(S\).

The number of BMSSs can be found from the analysis of \(\varphi\). If \(\varphi\) is strictly increasing or decreasing in \(\Gamma\), \(\varphi\) is one-to-one and hence, for a given total amount \(S\), there is a corresponding unique \(Y\) at steady state. Consequently, multi-stationarity cannot occur (figure 2a).

Figure 2b,c shows situations where multi-stationarity occurs. If \(\varphi\) has increasing and decreasing parts, or if \(\Gamma\) is not connected, then \(Y_1 \neq Y_2\) with \(\varphi(Y_1) = \varphi(Y_2) = S\) might exist. Hence, there are at least two BMSSs with the same \(S\).

These two figures represent substantially different switch responses. In figure 2c, there is only one BMSS for low \(S\). An increase of \(S\) to \(S_{\text{max}}\) causes the system to switch to a ‘high’ steady state (high \(Y\)) under the assumption that the green steady states in the figure are stable. If \(S\) is decreased again to \(S_{\text{min}}\), then the system switches back to a ‘low’ steady state. In figure 2b, there is one BMSS for low \(S\). An increase of \(S\) keeps the system in the first branch of \(\varphi\) and thus it will behave as a monostationary system.

Interestingly, the derivative \(\varphi'(Y)\) of \(\varphi(Y)\) provides means to determine whether some steady states are unstable. Unstable steady states are unattainable under biological conditions. Specifically, we find that either the regions in which \(\varphi\) is increasing or those in which it is decreasing must correspond to unstable steady states, see §5.

In summary, the function \(\varphi\) determines whether multiple BMSSs exist and encodes information about the stability of steady states. In §4, we analyse \(\varphi\).
for Motifs (e) and (f). We show how enzyme-sharing in a two-site cycle (f) leads to multi-stationarity, as opposed to a two-site cycle with different enzymes (e). A detailed analysis of all motifs is given in the electronic supplementary material.

4. MONO VERSUS MULTI-STATIONARITY

4.1. Monostationarity

Motifs (a)–(e), (h) and (j) have exactly one BMSS for any choice of rate constants and total amounts. In all cases, the function \( \varphi \) is increasing in \( \Gamma \). The procedure is very similar in all cases and is thus only illustrated for Motif (e). We take some effort in explaining the details as the procedure might have general applicability.

Motif (e) consists of three phosphoforms of the substrate, \( S_0, S_1, S_2 \), with subscript indicating the number of phosphorylated sites. The chemical reactions of the system are:

\[
\begin{align*}
S_0 + E_1 & \xrightleftharpoons{a_1,E}{b_1,E} X_1 \xrightarrow{c_1,E} S_1 + E_1 \\
S_1 + E_2 & \xrightleftharpoons{a_2,E}{b_2,E} X_2 \xrightarrow{c_2,E} S_2 + E_2 \\
S_1 + F_1 & \xrightleftharpoons{a_1,F}{b_1,F} Y_1 \xrightarrow{c_1,F} S_0 + F_1 \\
S_2 + F_2 & \xrightleftharpoons{a_2,F}{b_2,F} Y_2 \xrightarrow{c_2,F} S_1 + F_2.
\end{align*}
\]

We denote the inverse of the Michaelis–Menten constants of \( E_i \) by \( k_{i,E} = a_{i,E}/(b_{i,E} + c_{i,E}) \) and of \( F_i \) by \( k_{i,F} = a_{i,F}/(b_{i,F} + c_{i,F}) \). The ratio of the catalytic constants of phosphatase and kinase is denoted by \( \mu_i = c_{i,F}/c_{i,E} \).

The system has five conserved total amounts, which are assumed to be positive: four for the enzymes, \( E_i = E_i + X_i \) and \( F_i = F_i + Y_i \) \((i = 1, 2)\), and one for the substrate, \( S = S_0 + S_1 + S_2 + X_1 + X_2 + Y_1 + Y_2 \). The steady-state equations can be rewritten as

\[
\begin{align*}
X_1 &= k_{1,E}E_i S_0 + Y_1 = k_{1,F}F_1 S_1 - X_1 = \mu_1 Y_1 \\
X_2 &= k_{2,E}E_i S_2 + Y_2 = k_{2,F}F_2 S_2 - X_2 = \mu_2 Y_2.
\end{align*}
\]

The last column gives \( X_i \) in terms of \( Y_i \). The total amounts \( E_i, F_i \) give \( E_i, F_i \) in terms of \( Y_i \) as well: \( E_i = E_i - \mu_1 Y_1, F_i = F_i - Y_i \). Further, if \( E_i, F_i > 0 \) then \( E_i = 0 \) or \( F_i = 0 \) cannot be solutions to equation (4.1). It follows that the concentrations \( E_i, F_i \) are positive if and only if \( Y_i \) is in \( \Gamma = [0, \xi_i] \) with \( \xi_i = \min(F_i, E_i/\mu_i) \).

We further isolate \( S_0, S_i \) from the first row in equation (4.1) and \( S_1, S_2 \) from the second and obtain

\[
S_0 = \frac{\mu_1 Y_1}{k_{1,F}(E_1 - \mu_1 Y_1)} \quad \text{and} \quad S_i = \frac{Y_i}{k_{i,F}(F_i - Y_i)}
\]

for \( i = 1, 2 \). Then, \( S_0, S_i \) (respectively, \( S_2 \)) are non-negative increasing continuous functions of \( Y_i \) in \( \Gamma_1 \) (respectively, \( \Gamma_2 \)). The remaining equation, \( X_2 = k_{2,E}E_i S_2 \), gives \( Y_2 \) in terms of \( Y_1 \):

\[
Y_2 = f(Y_1) = \frac{k_{2,E}E_i Y_1}{\mu_2(k_{1,F}(F_1 - Y_1) + k_{2,E} Y_1)}.
\]

The function \( f \) is non-negative increasing and continuous in \( \Gamma_1 \). Further, for \( Y_2 \) to be in \( \Gamma_2 \), it is required that \( Y_1 \) is in \( \Gamma = [0, \xi] \subseteq \Gamma_1 \) with \( \xi = \min(\xi_i, f^{-1}(\xi_2)) \).

Finally, using equation (4.3), we find that \( X_i \) and \( S_i \) are increasing functions of \( Y_i \) in \( \Gamma \). Therefore, using the earlier mentioned formulae, all concentrations at steady state are non-negative if and only if \( Y_1 \) is in \( \Gamma \). We conclude that the BMSSs of the system satisfy

\[
\tilde{S} = S_0 + S_1 + S_2 + X_1 + X_2 + Y_1 + Y_2 = \varphi(Y_1)
\]

for \( Y_1 \) in \( \Gamma \). As \( \varphi \) is a sum of increasing continuous functions in \( Y_1 \), then so is \( \varphi \). Additionally, \( \varphi(0) = 0 \) and \( \varphi(Y_1) \) tends to infinity as \( Y_1 \) tends to \( \xi \). Thus, \( \varphi \) has the form in figure 2a with a unique \( Y_1 \) for any given \( S_i \) that is there, is one BMSS.

4.2. Multi-stationarity

We consider a two-site phosphorylation system with one kinase but different phosphatases for each phosphoform, as shown in Motif (f). Multi-stationarity has been observed numerically in this system [6]. The system derives from Motif (e) by setting \( E_1 = E_2 \) and we use the notation introduced previously. The conservation laws are the same with the exception that there is only one kinase law, \( E = E_1 + X_1 + X_2 \). Define \( \xi_i = \min(F_i, E_i/\mu_i) \) and \( \Gamma_i = [0, \xi_i] \).

The system of equations to be solved is similar to equation (4.1) with \( E = E_1 \). Thus, we start by writing \( X_i, E_i, F_i \) as functions of \( Y_1, Y_2 \). Because \( E, F_i \) must be positive at any BMSS, we require \( 0 \leq Y_i < F_i \) and \( \mu_1 Y_1 + \mu_2 Y_2 < \tilde{E} \). For these values we obtain

\[
S_0 = \frac{\mu_1 Y_1}{k_{1,E}(E_1 - \mu_1 Y_1 - \mu_2 Y_2)} \quad \text{and} \quad S_i = \frac{Y_i}{k_{i,F}(F_i - Y_i)}
\]

for \( i = 1, 2 \), which are non-negative increasing continuous functions of \( Y_i \). Using \( X_2 = k_{2,E}E_i S_2 \), we obtain \( Y_2 \) as a non-negative continuous function of \( Y_1 \) in \( \Gamma_1 \):

\[
Y_2 = f(Y_1) = \frac{k_{2,E}E_i Y_1}{\mu_2(k_{1,F}(F_1 - Y_1) + k_{2,E} Y_1)}.
\]

This function resembles that in equation (4.3) except for the quadratic term in the numerator, which is a consequence of the conservation law for \( \tilde{E} \) involving both \( Y_1 \) and \( Y_2 \). Further, \( f \) might not be increasing for all \( Y_1 \).

Let \( \Gamma = \{ Y_1 \in \Gamma_1 \} \), such that \( f(Y_1) \in \Gamma_2 \). Using the formulae derived earlier, all concentrations at steady state are non-negative if and only if \( Y_1 \) is in \( \Gamma \). Hence, for any BMSS,

\[
\tilde{S} = S_0 + S_1 + S_2 + X_1 + X_2 + Y_1 + Y_2 = \varphi(Y_1)
\]

with \( Y_1 \) in \( \Gamma \). The function \( \varphi \) is continuous with \( \varphi(0) = 0 \) but \( \Gamma \) might not be a connected interval.

Define \( \Lambda = (1 + k_{2,E}/k_{1,F})\mu_1 F_1 - \tilde{E} \). If \( \Lambda \leq 0 \), then \( f \) is an increasing function in \( \Gamma \) and we conclude that there is exactly one BMSS. If \( \Lambda > 0 \), then \( f \) has a unique local maximum for some \( \alpha_1 \) in \( \Gamma_1 \) and all cases in figure 2 can occur. By varying the value of \( \tilde{F}_2 \) while keeping the other constants fixed, we obtain (figure 3):

- \( \tilde{F}_2 \leq (\tilde{E} - \mu_1 F_1)/\mu_2 \) (orange); \( \Gamma = [0, \alpha_1] \) with \( f(\alpha_1) = \tilde{F}_2 \).
- \( (\tilde{E} - \mu_1 F_1)/\mu_2 < \tilde{F}_2 \leq f(\alpha_1) \) (green); \( \Gamma = [0, \alpha_1] \cup \{ \alpha_2, \xi_2 \} \) with \( \alpha_1 \leq \alpha_2 \leq \alpha_2 \) and \( f(\alpha_1) = f(\alpha_2) = \tilde{F}_2 \).
ent substrate modifications, which at the same time
the rate constants and hence not all kinetics exhibit
these systems independently of the specific kinetics. In
Motifs (f), (g), (i), (k) and (l) exhibit multi-stationarity
for any set of rate constants and hence not all kinetics exhibit
multi-stationarity. The same appears to be the case for
Motif (g) [24,25].

The common characteristic of these motifs is that a
single enzyme is responsible for catalysing two different
substrate modifications, which at the same time
are linked (figure 4). Indeed, in Motifs (f) and (g),
the substrates are linked through $S_1$, which is a modi-
fied and as well as an unmodified substrate for the shared
enzyme $E$. For the Motifs (k) and (l), the link is given
by $S_1$, which is a modified substrate and a kinase, and
the common enzymes are $F$ and $E$, respectively. In
Motif (i), the kinase $E$ is common and the phosphatase
$F$ provides the link (or vice versa). In contrast, in
Motif (h) an enzyme is responsible for two different
modifications, but there is no link between the two
substrates. Consequently, multi-stationarity cannot
be observed.

Multi-stationarity can arise from two opposing
dynamics acting on the same substrate (figure 4). For
example, in Motif (f), if $F_2$ is much bigger than $E$
and $F_3 < M$, then there are multiple BMSSs. Thus, because
the amount of phosphatase in the first cycle is much
larger than the amount of kinase, the substrate is
pushed towards the unmodified form $S_0$, while in the
second cycle, the substrate is driven towards the fully
modified form $S_2$ (because $F_2 < M$).

In Motif (i), provided the conditions on the para-
eters are fulfilled (figure 4), multi-stationarity occurs
if either $\mu_i F > E > \mu_2 F$ or $\mu_2 F < E < \mu_i F$.
It implies that in one cycle the phosphatase ‘wins’,
while in the other the kinase does.

5. STABILITY ANALYSIS

BMSSs are defined as steady states for which all concen-
trations are non-negative. However, a steady state is
biologically attainable only if it is (asymptotically)
stable—that is, nearby trajectories are attracted to it.
We show here for our motifs that if $\varphi(Y) < 0$ for
some steady-state $\varphi(Y) = S$, then it is unstable.

5.1. The Jacobian and variable elimination

For a system of ordinary differential equations in $\mathbb{R}^n$, a
steady-state $z$ is asymptotically stable if all eigenvalues of
the Jacobian evaluated at $z$ have negative real parts
[26, theorem 1.1.1]. Because the Jacobian is a real
matrix, the complex eigenvalues come in pairs of conju-
gates and their product is a positive number. If $m$ is odd
and all eigenvalues have negative real parts, their pro-
duct, and hence the determinant of the Jacobian,
must be negative. If $m$ is even and $z$ stable, then the pro-
duct of the eigenvalues must be positive. Thus, the sign

4.3. Understanding multi-stationarity

Motifs (f), (g), (i), (k) and (l) exhibit multi-stationarity
for some choices of total amounts and rate constants
(figure 4). The regions for which multi-stationarity
occurs are detailed in the electronic supplementary
material. In Motifs (i), (k) and (l), multi-stationarity
appears only as in figure 2c, while in Motifs (f) and
(g) both forms in figure 2b, c occur.

It is remarkable that in Motifs (f), (k) and (l), multi-
stationarity occurs for any set of rate constants and
depends only on the initial conditions (that is, the
total amounts). Thus, multi-stationarity can occur in
these systems independently of the specific kinetics. In
contrast, multi-stationarity in Motif (i) depends on
the rate constants and hence not all kinetics exhibit
multi-stationarity. The same appears to be the case for
Motif (g) [24,25].

The common characteristic of these motifs is that a
single enzyme is responsible for catalysing two different
substrate modifications, which at the same time

Hence, $f$ is increasing in $[0, \alpha_1]$, decreasing in $(\alpha_2, \xi_1)$
and multi-stationarity occurs (figure 2b).

When $f(\alpha) < F_2$, there is an $M$ such that:

- $f(\alpha) < F_2 < M$ (purple): $\Gamma = [0, \xi_1]$. The function $\varphi$
  has a decreasing part and multi-stationarity occurs
  (figure 2c).
- $M \leq F_2$ (blue): $\Gamma = [0, \xi_1]$. The function $\varphi$ is
  increasing and there is one BMSS (figure 2a).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Possible shapes of $\varphi$ in $\Gamma$ (coloured regions: magenta = unstable BMSSs; green = (possible) stable BMSSs). (a) $\varphi$ is increasing and for any $s$, there is one BMSS ($y$) such that $\varphi(y) = s$. (b) $\Gamma$ consists of two disconnected regions. For $s < S_{\text{min}}$, there is one BMSS; for $s = S_{\text{min}}$ there are precisely two; and for $s > S_{\text{min}}$ there are three; $\varphi$ is also defined in the white region but some concentrations become negative. (c) $\varphi$ is in decreasing, in part increasing. For $S_{\text{min}} < s < S_{\text{max}}$, there are three BMSSs; for $s = S_{\text{min}}$ or $s = S_{\text{max}}$, there are two; and for $s < S_{\text{min}}$ or $s > S_{\text{max}}$, there is one.}
\end{figure}
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of the determinant of the Jacobian provides a necessary condition for a steady state to be stable and a sufficient condition for it to be unstable.

For \( x = (x_1, \ldots, x_n) \), let \( x^{(i)} = (x_1, \ldots, \hat{x}_i, \ldots, x_n) \) (\( x \) with \( x_i \) removed). We make the following observation (see the electronic supplementary material for a proof): Let \( f = (f_1, \ldots, f_n) : \Omega \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a differentiable function defined on an open set \( \Omega \) and \( z \) such that \( f(z) = 0 \). Assume that \( x_i \) can be eliminated from the equation \( f_i = 0 \) in a neighbourhood around \( z \) that is, there exists a differentiable function \( \psi : \Omega^{(j)} \subseteq \mathbb{R}^{n-1} \rightarrow \mathbb{R} \), \( z^{(j)} \) in \( \Omega^{(j)} = \{ x^{(j)} | x \in \Omega \} \), such that \( x_j = \psi(z^{(j)}) \) if \( f_j(x) = 0 \). Define \( f : \Omega^{(j)} \rightarrow \mathbb{R}^{n-1} \) by \( f_k(x) = f_k(x_1, \ldots, x_{j-1}, \psi(x), x_{j+1}, \ldots, x_n) \) for all \( k \neq i \) and let \( J \) denotes the associated Jacobian. Then, the determinant of the Jacobian of \( f \) at \( z \) satisfies

\[
(-1)^{i+j} \frac{\partial f_k}{\partial x_j}(z) \det(J(z^{(j)})) = \det(J(z)). \tag{5.1}
\]

5.2. Unstable steady states

The relation between the sign of the determinant of the Jacobian and stability, together with equation (5.1), leads to a criterion to detect unstable steady states. For each motif, let \( x = (x_1, \ldots, x_n) \) be the species concentrations, \( \dot{x}_i = h_i(x) \) the differential equations and \( A_1 = g_1(x), \ldots, A_c = g_c(x) \) the equations for the total amounts. We choose the order of the species such that \( x_i, i = 1, \ldots, c \), can be isolated from \( A_i = g_i(x) \) and the steady-state equation \( \dot{x}_i = 0 \) becomes redundant. For fixed total amounts, \( A_1, \ldots, A_c \), the steady states are the solutions to the system \( f(x) = 0 \) of \( n \) equations in \( n \) variables with \( f_i(x) = g_i(x) - A_i \) for \( i = 1, \ldots, c \) and \( f_i(x) = h_i(x) \) for \( i = c + 1, \ldots, n \).

Let \( J(z) \) denote the Jacobian of \( f \) at \( z \). In the electronic supplementary material we prove: if \( z \) is a steady state, that is, \( f(z) = 0 \), and either (i) \( n - c \) is even and \( \det(J(z)) < 0 \) or (ii) \( n - c \) is odd and \( \det(J(z)) > 0 \), then \( z \) is unstable. The proof relies on the observation made about the eigenvalues and equation (5.1).

The function \( \varphi \) of our motifs is derived through successive elimination of variables precisely from the system of equations \( f(x) = 0 \). Using equation (5.1), the sign of \( \det(J(z)) \) at a steady-state \( z \) can be traced back from the sign of the derivative of \( \varphi \) (the Jacobian of a system with one equation) by considering the equation number \( i \) (the equation variable \( j \)) and the sign of \( \partial f_i / \partial x_j \) after each elimination.

To exemplify the procedure, consider Motif (f), where \( n = 10 \) and \( c = 4 \). The system is (see the electronic supplementary material for details):

\[
\begin{align*}
f_1(x) &= E + X_1 + X_2 - E \quad f_6(x) = X_2 - \kappa_2 E S_1 \\
f_2(x) &= X_1 + X_2 - \tilde{F}_1 \quad f_7(x) = X_1 - \mu_1 Y_1 \\
f_3(x) &= X_2 + Y_2 - \tilde{F}_2 \quad f_8(x) = X_2 - \mu_2 Y_2 \\
f_4(x) &= S_1 + S_2 + S_3 + X_1 \quad f_9(x) = Y_2 - \kappa_2 F_2 S_2 \\
& \quad + X_2 + Y_2 - S \\
f_5(x) &= X_1 - \kappa_1 E S_0 \quad f_{10}(x) = Y_1 - \kappa_1 F_1 S_1
\end{align*}
\]

with species \( x = (E, F_1, F_2, S_0, X_1, X_2, S_1, S_2, Y_2, Y_1) \). The function \( \varphi \) is \( f_4 \) in terms of \( Y_2 \) after successive
Table 2. Elimination of variables for Motif (f). After each elimination the system \( f \) is rewritten to correctly determine the sign of \( \frac{\partial f_j}{\partial x_k} \) before the next elimination.

<table>
<thead>
<tr>
<th>( k )</th>
<th>elimination</th>
<th>behaviour ( ^a )</th>
<th>( \epsilon^b_k )</th>
<th>( k )</th>
<th>elimination</th>
<th>behaviour</th>
<th>( \epsilon^z_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((f_j, E))</td>
<td>((1, 1, +))</td>
<td>+</td>
<td>6</td>
<td>((f_j, S_0))</td>
<td>((2, 1, -))</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>((f_i, F_1))</td>
<td>((1, 1, +))</td>
<td>+</td>
<td>7</td>
<td>((f_i, S_1))</td>
<td>((2, 1, -))</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>((f_i, F_2))</td>
<td>((1, 1, +))</td>
<td>+</td>
<td>8</td>
<td>((f_i, S_2))</td>
<td>((2, 1, -))</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>((f_i, X_1))</td>
<td>((4, 2, +))</td>
<td>+</td>
<td>9</td>
<td>((f_i, Y_1))</td>
<td>((2, 1, -))</td>
<td>+</td>
</tr>
<tr>
<td>5</td>
<td>((f_i, X_2))</td>
<td>((4, 2, +))</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a(i, j, \sigma)\) indicates that \( i, j \) are the indices of the equation and the variable iteratively being eliminated and \( \sigma \) shows whether \( f_j \) (after substitution of the previous eliminations) is increasing \((\sigma = +)\) or decreasing \((\sigma = -)\) as a function of \( x_p \).

\(^b\)obtained as \( \sigma(-)^{\text{th}} \).

5.3. Stability in monostationary motifs

The Routh–Hurwitz criterion [27] gives sufficient and necessary conditions for the Jacobian of \( f \) evaluated at the corresponding steady state. Because \( n - c = 6 \) is even, we conclude that the values of \( Y_2 \) for which \( \varphi \) is decreasing, that is, \( \varphi'(Y_2) < 0 \), correspond to unstable steady states. Further, it follows that unstable points come between other steady states that presumably are stable.

6. DISCUSSION

We have investigated small motifs without feedback that account for cross-talk, enzyme competition, sharing and specificity in post-translational modification systems and determined some features that lead to multi-stationarity in signalling pathways. Bistability, and generally multi-stability, in biological systems is seen as a mechanism of cellular decision-making. Compared with systems with a single steady state, the presence of multiple stable steady states provides a possible switch between different responses and increased robustness with respect to environmental noise. Our study has been driven by the observation that biological systems deviate from a one-to-one correspondence between enzymes and the modifications they catalyse. This phenomenon, known as cross-talk and enzyme-sharing, can cause multi-stationarity and hence be essential for regulating signalling systems.

Our work extends the view of multi-stationarity as arising from multi-site phosphorylation [7] to the view that multi-stationarity is driven by a single enzyme that catalyses linked substrates. Two opposing dynamics acting on the same substrate is a recurrent characteristic of multi-stationarity. These observations await a precise mathematical formulation and an investigation of its generality.

Our approach is conceptually simple and reduces to the study of analytical properties of a function \( \varphi \) that relates a conserved total amount and the concentration of a species at steady state. The graph \((\varphi(Y), Y)\) can be seen as a bifurcation diagram with one parameter, \( S \). When mono-stationarity occurs, analysis of \( \varphi \) is quite straightforward, while a more in-depth analysis is required when multi-stationarity occurs. An advantage of this approach is that unstable steady states are readily detected from the form of \( \varphi \).

The existence of \( \varphi \) is not guaranteed in general. For instance, the function \( \varphi \) does not seem to exist for a three site modification cycle, that is, a motif resembling Motif (f) and Motif (g), but with an extra cycle allowing substrate \( S_2 \) to be modified to a substrate \( S_5 \). The existence of \( \varphi \) appears to be related to the number of reactions among the species rather than the number of species of the system. For instance, we have shown that for cascades of arbitrary length (extensions of Motif (j)) [23], as well as for arbitrary phosphorylations (not closely related to any of the motifs here) [28], the function \( \varphi \) exists.

In this work, the existence and computation of \( \varphi \), and the determination of its domain, are obtained by direct manual inspection of each motif. Because each motif has its own particularities, it is unclear to us whether there is an automated procedure to determine the existence of \( \varphi \) and subsequently to compute it. For some of the motifs, \( \varphi \) could be chosen to relate another total amount or depend on another variable, while for other motifs only one variable seems to do the trick. For some motifs the function \( \varphi \) is rational and an explicit analytical description is available, while for other motifs it is not rational and its existence is derived from the Implicit Function Theorem. For some of the motifs, and after appropriately selecting the variable of \( \varphi \), the command \text{Solve} in Mathematica provides rational functions expressing all other variables in terms of the selected one. In this case, however, it is still required to determine the domain of \( \varphi \) that ensures non-negativity of all concentrations at steady state by other means. We are currently investigating conditions that guarantee the existence of \( \varphi \) and algorithmic procedures to compute it.
Different mathematical procedures exist to rule out the existence of more than one BMSS. Two examples are found within the scope of chemical reaction network theory (CRNT) \[29–31\], which aims to understand dynamical properties of a system that depend on the network structure alone, and not on the specific reaction rates or total amounts. The first of them concerns the deficiency zero and one theorems \[32,33\] that provide conditions for the existence of a unique positive equilibrium and how it is approached for any set of total amounts. Motif (b) fulfils the assumptions of the deficiency zero theorem and we conclude that there exists a unique asymptotically stable positive steady state for any set of positive total amounts and fixed rate constants, and further that there is no non-trivial periodic orbit in the positive orthant. The other motifs do not satisfy the assumptions of the deficiency zero and one theorems.

The second approach concerns the so-called injective chemical networks taken with mass-action kinetics \[34,35\]. These were introduced by Craciun & Feinberg \[34\] for networks modelled in the context of a continuous flow stirred tank reactor (CFSTR) but the techniques apply more generally to networks that are not subject to conservation laws. In the study of Feliu & Wiuf \[35\], we extend the results to chemical reaction networks modelled with mass-action kinetics with conservation laws. An easy algorithmic criterion based on the Jacobian of the system of ODEs, similar to that in the study of Craciun & Feinberg \[34\], is provided. The motifs that do not allow multiple steady states are in fact injective in the sense of Feliu & Wiuf \[35\]. This implies that multi-stationarity cannot occur and that all steady states are non-degenerate. Using this approach, however, the existence of exactly one BMSS is not guaranteed, nor is the stability of the steady state. Further, if a network is not injective, then the existence of reaction rates and total amounts for which the system exhibits multi-stationarity cannot be concluded. Explicit values for which multi-stationarity occurs need to be found. The route taken in the present work provides a rationale to determine regions of multi-stationarity that is not based on random generation of parameter values. Additionally, information about the stability of the steady states is obtained as well. A remarkable difference between the present work and CRNT is the explicit use of the equations for the conservation laws and the specific values for the total amounts.

The results on injective networks have been extended to arbitrary kinetics fulfilling some mild properties \[36,37\] and dynamical systems modelling interacting species in general \[38\]. It turns out that our monostationarity motifs except Motif (b) fulfil the conditions for injectivity with arbitrary kinetics when considered as CFSTRs; that is, the stoichiometric matrix is strongly sign-determined \[36\]. In combination with the study of Craciun & Feinberg \[39\], we conclude that the motifs admit at most one (non-degenerate) positive steady state for any set of fixed total amounts. Some general considerations are provided about systems with feedback in Radde et al. \[40\].

Finally, within the theory of monotone dynamical systems \[41\], conditions can be given for a network to admit one globally asymptotic positive steady state for a given set of total amounts \[42\]. One of the assumptions is that no species take part in more than two reactions, which is only fulfilled by Motif (a).

The mathematical approach we have taken to analyse the motifs requires manual intervention. When this route can be pursued, the BMSSs are the solutions to a single equation \( \hat{S} = \varphi(Y) \). Analysis of \( \varphi \) enables multi-stationarity to be determined even in situations where the number of parameters is large. Further, the steady-state concentrations of all species are given in terms of the steady state of the selected species \( Y \); in many cases, this relationship can be stated as a rational function. Further, the approach enables comprehensive studies of qualitative features of the system, such as the system’s response to variations in total amounts or sensitivity in stimulus-response curves, independently of rate constants \[23,28,43\].
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