Threshold parameters for a model of epidemic spread among households and workplaces
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The basic reproduction number $R_0$ is one of the most important concepts in modern infectious disease epidemiology. However, for more realistic and more complex models than those assuming homogeneous mixing in the population, other threshold quantities can be defined that are sometimes more useful and easily derived in terms of model parameters. In this paper, we present a model for the spread of a permanently immunizing infection in a population socially structured into households and workplaces/schools, and we propose and discuss a new household-to-household reproduction number $R_H$ for it. We show how $R_H$ overcomes some of the limitations of a previously proposed threshold parameter, and we highlight its relationship with the effort required to control an epidemic when interventions are targeted at randomly selected households.
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1. INTRODUCTION

Compartmental models of infectious disease spread have had a long and successful history in epidemiology (Kermack & McKendrick 1927; Bailey 1975; Anderson & May 1991; Diekmann & Heesterbeek 2000; Hethcote 2000), thanks to their mathematical tractability and the flexibility they show in allowing the model to be enriched by more realistic features that characterize the population and the infection under investigation (e.g. Anderson & May 1991; Diekmann & Heesterbeek 2000). However, they are usually based on some unrealistic assumptions, the most crucial of which is often the oversimplified description of the interaction between individuals. In fact, it is well known that the social structure of a population influences the dynamics of an epidemic spreading through it (e.g. Becker et al. 1995; Edmunds et al. 1997).

Besides increased realism, more complex models than those assuming homogeneous mixing are also necessary to investigate the effects of targeted control policies, which are usually less expensive and more efficient than control policies applied to the whole population (e.g. Roberts 2004; Aldis 2005; Becker et al. 2005; Ferguson et al. 2005, 2006; Longini et al. 2005; Roberts 2007). For example, vaccination is more likely to be delivered to entire households instead of randomly selected individuals (Becker & Dietz 1995; Becker et al. 1995; Becker & Utev 1998; Wu et al. 2006; Fraser 2007). Furthermore, during an emerging outbreak, control policies such as quarantine and prophylactic treatment are often targeted at households (Wu et al. 2006; Fraser 2007), while social distancing measures can involve, among other actions, school and workplace closure (e.g. Ferguson et al. 2005, 2006; Cauchemez et al. 2008).

Unfortunately, the increased realism gained by adding a more detailed social structure to a model often makes it analytically intractable, and one has to rely on complex microsimulations (Longini et al. 2004, 2005; Ferguson et al. 2005, 2006; Germann et al. 2006; Riley & Ferguson 2006), which can be difficult to parametrize (Elveback et al. 1971, 1976), require a computationally intensive sensitivity analysis and might hinder the understanding of the causal determinants of model behaviour (Ferguson et al. 2003). Therefore, despite the increasing computational power available to researchers today, analytically tractable models remain invaluable tools in understanding the role that different factors play in the spread of the infection. Furthermore, the fact that no or very little computational power is required for their analysis and application makes them very attractive for policy information when quick results are needed, as, for example, in the case of emerging infection outbreaks (Roberts 2004, 2007; Aldis 2005). The models referred to in this paper are simple enough to allow for some analytical tractability, while including some of the key features of a social structure (Becker & Dietz 1995; Ball et al. 1997; Ball & Neal 2002; Fraser 2007), which make them slightly more realistic than oversimplified models assuming homogeneous mixing.
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One of the most important insights achieved from the analysis of simple mathematical models is the concept of basic reproduction number $R_0$, defined as the average number of secondary cases generated by a ‘typical’ infectious case, throughout the infectious period, in a totally susceptible population. Its importance arises because it provides a link between mathematical models, actual epidemics and public health planning, which is relatively independent of other underlying details (Grassly & Fraser 2008). If one can calculate $R_0$ as a function of the underlying parameters, which characterize the mechanisms of transmission and the effects of public health interventions, then direct analytical insight is immediately gained into how these parameters relate to the intensity and magnitude of an ensuing epidemic. If this number is smaller than 1, the infectious agent is unable to sustain itself in the population; when it is bigger than 1, although random events could cause the extinction of the pathogen after a few cases, there is a positive probability for a large epidemic to take off. In addition to this threshold property, $R_0$ has a simple relationship with the critical vaccination coverage $p_{\text{crit}}$, i.e. the fraction of the population that one needs to vaccinate in order to avoid a major outbreak.

$$p_{\text{crit}} = 1 - \frac{1}{R_0}.$$ 

Despite its importance, for some models, other more explicit and sometimes more useful reproduction numbers can be defined (Becker & Dietz 1995, 1996; Ball et al. 1997; Becker & Starczak 1997; Ball & Neal 2002, 2008; Roberts & Heesterbeek 2003; Heesterbeek & Roberts 2007). As for $R_0$, their importance relies on the fact that they can summarize much of the information about the spread of the infection in a single number (Jansen et al. 2003), and, hopefully, they can provide insight into the effort required to stop the epidemic.

In this paper, we describe a model that is relevant for any infection that confers permanent immunity after recovery and for which the presence of clusters of individuals (e.g. households or schools/workplaces) is a key factor in determining its spread, in particular airborne infections such as severe acute respiratory syndrome (SARS), influenza, measles, chickenpox and so on. More specifically, we describe an SIR model, i.e. a model where susceptible individuals ($S$) can be infected ($I$) and then become permanently immune after recovery ($R$), in a population partitioned into households and workplaces. We recall a threshold parameter $R_c$ first proposed by Ball & Neal (2002), and we define and discuss a new household-to-household reproduction number, called $R_{H}$. The population is assumed to be large and attention is focused on the early phase of the epidemic, i.e. when the fraction of the population infected is still negligible.

Note that, except when otherwise stated, in the rest of this paper, we will not specify any particular model for the infection process, i.e. for the disease history of an infected individual and for the dynamics of their interaction with a susceptible one, since the results presented have a general form which does not depend on such level of detail. In particular, the presence or absence of a latent period (i.e. when individuals are infected but not yet infectious) will not affect the following discussion and, more generally, the concept of time will not be modelled explicitly.

However, we require two assumptions concerning the spread of the infection to be satisfied, which are as follows.

(i) The disease history of an infective does not depend on the identity of the individual who caused the infection; in other words, we assume that there is no correlation in biological infectiousness between infector and infectee (see §§2.2 and 5.3 of Diekmann & Heesterbeek 2000).

(ii) External conditions, such as seasonal variations or other social changes, that would affect the mixing patterns in the population or the interaction between individuals and the pathogen remain constant throughout the epidemic.

Such simplifying assumptions appear frequently (and often implicitly) in epidemiological modelling and are required here as sufficient conditions for the mathematical results presented in this paper to hold. Note, however, that they may be relaxed; assumption (ii) is mainly required since the quantities studied in this paper are treated as constant, although, in a realistic context, they can vary through time. A discussion of these is rather technical in nature and is reported in the electronic supplementary material.

The rest of this paper is organized as follows. Section 2 recalls some of the key features of models where the population is structured into households. Section 3 presents a model with households and workplaces, the main topic of this study, and contains a description of the model (§3.1), a definition of the new threshold parameter $R_H$ (§3.2) and how it relates to vaccination strategies targeted at randomly selected households (§3.3). Section 4 is then devoted to general comments and conclusions.

2. HOUSEHOLDS MODELS

When interest is focused on directly transmitted infections, it is natural to assume that the household represents the most fundamental unit of transmission, followed by the workplace/school structure and then by local communities, towns, cities, etc. (Longini & Koopman 1982; Edmunds et al. 1997). Such an a priori assumption has been supported by complex microsimulations (Elveback et al. 1971, 1976) and has recently been confirmed more quantitatively from the behaviour of similar but larger and more robustly parametrized studies (Longini et al. 2004, 2005; Ferguson et al. 2005, 2006; Germann et al. 2006; Riley & Ferguson 2006). Moreover, the household is often the fundamental unit at which control policies are targeted, because of both practical reasons (people who want or are asked to limit their movements are more likely to stay at home than anywhere else) and structural reasons (decisions about action or compliance to control policies are usually taken by the family as a unit).
Therefore, in the attempt to model a more realistic social structure while still allowing for some analytical tractability, the first step is achieved by assuming that the population is partitioned into households and that homogeneous mixing within the household is superimposed on the homogeneous mixing (usually at a much smaller rate) occurring in the population at large (Ball et al. 1997).

These so-called households models have been studied during the last 15 years (Becker & Dietz 1995; Ball et al. 1997, 2004), although the idea goes back to Bartoszynski (1972). The models are mathematically challenging—owing to the fact that, even in a large population and at the beginning of an epidemic, the infection process occurring in a household cannot be linearized since the size of the household is small and the local depletion of susceptibles cannot be ignored. Among many important results, the one that is relevant for this study is the definition of a reproduction number, denoted by \( R_0 \), representing the average number of households infected by a typical infected household in a totally susceptible population (Ball et al. 1997; Wu et al. 2006; Fraser 2007). This reproduction number for households satisfies the usual threshold property: when \( R_0 > 1 \), large epidemics can occur; when \( R_0 < 1 \) no large epidemic can occur. Its analytical expression is of the form

\[
R_0 = R_\text{g}(1 + \mu),
\]

where \( R_\text{g} \) represents the average number of infections generated by an infective outside their household and \( 1 + \mu \) represents the average size of an epidemic in a household, given by the sum of the primary case that imported the infection from outside (in a large population and at the beginning of the epidemic, multiple reintroductions are rare) and the average number of other cases \( \mu \). This average takes into account the fact that larger households are more likely to be infected than smaller ones. Note that the factorization of \( R_0 \) is a non-trivial result and depends on our model assumptions (see the electronic supplementary material or Ball et al. (1997) and Andersson & Britton (2000) for more details).

The basic reproduction number \( R_0 \) can still be defined in this model, although care needs to be taken in describing what a typical infectious case is. Some authors (e.g. Ball et al. 1997) consider a typical case as a randomly selected individual in a fully susceptible population. In this case, when \( R_0 > 1 \), the infection quickly spreads in the household of the initial case, but may still be unable to spread widely between households and may not result in a large epidemic, i.e. \( R_0 \) is not a useful threshold parameter. We personally prefer to maintain the threshold property of \( R_0 \), and we do so by letting the infection spread through the household of the first randomly selected case in the population and then defining a typical case by averaging across all the individuals infected in the household. Unfortunately, with such a definition, the nonlinearity induced by the quick depletion of susceptibles within the households makes \( R_0 \) analytically intractable, because the number of new cases generated by an infective varies according to how many susceptibles are still present in the household and is therefore difficult to compute. \( R_0 \) does not suffer from this problem since it refers to entire households (the complexity due to the local depletion of susceptibles is captured in \( \mu \)) and the household-to-household infection process becomes linear in the limit of an infinite number of households and in the initial phase of the epidemic (Ball et al. 1997; Fraser 2007). As for \( R_0 \) in the homogeneously mixing case, \( R_0 \) is linked to a critical vaccination coverage by the formula

\[
p^* = 1 - \frac{1}{R_0}.
\]

In this case, however, \( p^* \) refers to households, i.e. it represents the fraction of randomly selected households that one needs to vaccinate in order to avoid large epidemics (Becker & Dietz 1995; Ball et al. 1997; Fraser 2007). Since vaccination strategies or other control policies such as quarantine and prophylactic treatment are more likely to be targeted to entire households than to randomly selected individuals (Becker & Dietz 1995; Becker & Utev 1998; Wu et al. 2006; Fraser 2007), \( R_0 \) might, in some contexts, be a more useful parameter to estimate than \( R_0 \). Note, however, that vaccinating whole households, though administratively convenient, is not an optimal policy in terms of using a scarce vaccine (Ball et al. 1997). Other more efficient and practically viable strategies have been considered in House & Keeling (in press).

3. A MODEL WITH HOUSEHOLDS AND WORKPLACES

3.1. Model description

A possible generalization of the households model towards an even more realistic social structure is achieved when individuals belong to more than one type of mixing group and different groups are allowed to overlap (Ball & Neal 2002). Here, we consider one of the simplest examples of these overlapping groups models.

Consider a very large population and partition it in two different ways, into households and workplaces, so that each individual belongs to a household and a workplace. The concept of workplace is intended as the place where people spend most of their time out of home (e.g. actual workplaces, schools, other types of social groups and so on).

Assume furthermore that each individual living in a household selects their workplace randomly (i.e. the graph connecting households and workplaces is a bipartite random graph (Newman 2002); see the electronic supplementary material for a more detailed description). Although unrealistic, this assumption is mathematically convenient, as it allows for analytical results that do not depend on the details of the social structure.

There are three possible types of infection: within the household; within the workplace (both considered local infections); or between an infectious individual and a randomly chosen susceptible in the population (global infections, usually at a small rate). A clump is defined as...
the set of individuals infected by chains of local infections (through household and workplace contacts). Each subsequent local infection from individuals in the clump gives rise to a new clump. Ball & Neal (2002) defined $R_c$ as the reproduction number for clumps, i.e. the average number of clumps infected by a typical clump in a totally susceptible population. The analytical expression for it (eqn (10) in Ball & Neal (2002), although in a different notation; see the electronic supplementary material for a derivation) is

$$R_c = R_g \frac{(1 + \mu_H)(1 + \mu_W)}{1 - \mu_H \mu_W}, \quad \text{for } \mu_H \mu_W < 1,$$

where $R_g$ is the average number of global infections generated by a single individual and $\mu_H$ and $\mu_W$ are the average sizes of a local epidemic in a household and a workplace, respectively (more exactly, in the household/workplace of a randomly chosen individual, since larger households are more likely to be infected). The local epidemics are started by a single initial case, which is not counted in the final size.

Note that, similarly to what happened for the households model of §2, the formula for $R_c$ contains two different factors and can be read as

$$R_c = R_g \times \text{average size of a clump.}$$

Again, the factorization is non-trivial (see the electronic supplementary material).

The average size of a clump tends to infinity as $\mu_H\mu_W$ tends to 1 from below, and therefore $R_c$, although not formally defined, can be considered to be infinite when $\mu_H \mu_W \geq 1$.

$R_c$ satisfies the usual threshold property, i.e. large epidemics can occur only if $R_c > 1$. However, it has some limitations, which are as follows.

— $R_c$ can become infinite, since the average size of a clump can become infinite (Ball & Neal 2002) and the condition for it to happen ($\mu_H\mu_W \geq 1$) is likely to occur in practice (it is sufficient to think about the large epidemics that may occur in schools).

— The time required for a clump to form increases as $\mu_H\mu_W$ tends to 1 and becomes quickly comparable with the time of the whole epidemic.

— A critical vaccination coverage obtained from this parameter will refer to clumps, but a clump is a random set of individuals and cannot be identified and vaccinated beforehand.

### 3.2. A new threshold parameter for the households—workplaces model

Since a vaccine not only can but is also likely to be delivered to entire households (Becker & Dietz 1995; Becker & Utev 1998; Wu et al. 2006; Fraser 2007), a reproduction number for households is more relevant from a practical point of view. Analogously, it may also be more directly related to other forms of intervention targeted at households, such as households quarantine and prophylaxis (Fraser 2007). Therefore, we define $R_H$ as the average number of households infected by a typical household in a totally susceptible population. Now, the infection can exit from a household following two routes: via a global infection or via a workplace infection, i.e. when an infected individual in the household triggers an epidemic in their workplace and all those ultimately infected are primary cases in new households.

Following Diekmann & Heesterbeek (2000), we define $R_{ij}$ for $i, j \in \{L, G\}$, as the average number of households infected via a type-$i$ infection by a household that has been infected through a type-$j$ infection. The letters $L$ and $G$ refer to local workplace infections and global infections, respectively.

It is convenient to attribute all the final cases of a local epidemic to the individual who started it. In this way, when a household is infected locally ($j = L$), the primary case does not play any active role in the workplace epidemic that caused their infection. Instead, this primary case starts a household epidemic and generates an average of $\mu_H$ secondary cases. Each of them belongs to a different workplace and starts a workplace epidemic with average final size $\mu_W$, causing a total average of $\mu_H\mu_W$ new primary cases, each one in a different household. Therefore, $R_{LL} = \mu_H\mu_W$ (figure 1).

Furthermore, in the household under consideration, each infective (including the primary case) also generates an average of $\mu_H$ new infectives outside, and each of these new infectives is a primary case in a new household. Therefore, $R_{GL} = R_c(1 + \mu_H)$ (figure 1).

The same arguments apply when the household is infected globally ($j = G$), except for the fact that the primary case can now trigger an epidemic in their workplace as well as in the household. Therefore, $R_{LG} = \mu_W(1 + \mu_H)$ and $R_{GG} = R_c(1 + \mu_H)$.

The proper way of averaging the two types of household infections is to consider the next-generation matrix (see Diekmann & Heesterbeek 2000),

$$K_H = \begin{pmatrix} R_{LL} & R_{LG} \\ R_{GL} & R_{GG} \end{pmatrix},$$

and its dominant eigenvalue,

$$R_H = \frac{R_g(1 + \mu_H) + \mu_H\mu_W}{2} + \frac{1}{2} \sqrt{[R_g(1 + \mu_H) + \mu_H\mu_W]^2 + 4R_g\mu_W(1 + \mu_H)}.$$

$R_H$ satisfies the usual threshold property, i.e. large epidemics can occur only if $R_H > 1$, and is related to $R_c$ according to the following.

**Theorem 3.1.** For all non-negative values of $R_g$, $\mu_H$ and $\mu_W$,

1. $R_c < 1 \Rightarrow R_H < 1$
2. $R_c = 1 \Leftrightarrow R_H = 1$
3. $R_c > 1 \Rightarrow R_H > 1$,

i.e. $R_c$ and $R_H$ share the same threshold at 1 and are consistent in their threshold property.

Apart from their behaviour around 1, the relationship between $R_c$ and $R_H$ is non-trivial. In particular, it is
possible that, for some changes of $R_g$, $\mu_H$ and $\mu_W$, one of the two reproduction numbers increases while the other decreases (see the electronic supplementary material).

Following similar arguments, a workplace-to-workplace reproduction number $R_W$ can also be defined. The analytical formula for $R_W$ is obtained by swapping $m_H$ and $m_W$ in the formula for $R_H$. $R_W$ too satisfies the threshold property and, although non-trivially related to $R_H$ and $R_{CC}$, shares the same threshold at 1 with them. In the rest of this paper, we focus mostly on $R_H$, although all the comments also hold for $R_W$ when workplaces are considered instead of households.

$R_H$ overcomes some of the limitations of $R_{CC}$ presented above:

(i) $R_H$ can never become infinite,
(ii) the time a household requires to infect other households is limited and usually much shorter than the time of the whole epidemic, and
(iii) $R_H$ can be related to a critical vaccination coverage $p_{crit}^H$ for households.

3.3. Vaccination

Unfortunately, the relationship between $R_H$ and $p_{crit}^H$ is not as simple as the usual one (see equation (2.2)), because of the non-trivial dependence of the final size of a local epidemic in a workplace on the initial number of susceptibles available. However, we formally proved (see the electronic supplementary material) the following.

**Theorem 3.2.** Consider an epidemic in a closed and homogeneously mixing population with a single initial infective and $n$ initial susceptibles. Let $\mu$ be the average final size (excluding the initial case) of an epidemic spreading in it. Let a random number $m < n$ of initial susceptibles be vaccinated (totally immune) and define $P = m/n$. Let $p = \mathbb{E}[P]$ and $q = 1 - p$, and define $\mu_V$ to be the average final size of an epidemic after vaccination. Then, $\mu_V \leq q\mu$.

**Remark 3.3.** Two possible special cases of theorem 3.2 are obtained when

(i) a fixed number $m$ out of the $n$ susceptibles is vaccinated and
(ii) each susceptible is vaccinated independently with probability $p$; in this case, $m \sim \text{Bin}(n,p)$.

Assume, for the time being, that all households have the same size. Then, theorem 3.2 can be applied to workplaces since, when a fraction $p$ (or a random fraction $P$ with average $p$) of the households is selected and all the members are vaccinated effectively, our assumption of random connections between households...
and workplaces implies that individuals in workplaces are vaccinated independently of each other and with probability $p$ (case (ii)). Therefore,

$$\mu_V^W \leq q\mu_W.$$  

Since after the vaccination $\mu_H$ is not modified and $R_g$ is reduced to $R_g^H = qR_g$, a direct consequence is the following.

**Corollary 3.4.** The fraction $p_H^{\text{crit}}$ of households (all of the same size) that one needs to vaccinate in order to control the epidemic satisfies

$$p_H^{\text{crit}} \leq 1 - \frac{1}{R_H},$$  

(3.3)

Corollary 3.4 states that the effect of vaccination on $R_H$ is ‘more than linear’, i.e. vaccinating a proportion of households equal to $1 - 1/ R_H$ will reduce the value of $R_H$ at least to 1 if not below. This means that the value $1 - 1/ R_H$ represents a secure vaccination coverage (in the terminology of Ball et al. (2004)). Figure 2 shows that vaccination of a proportion $1 - 1/ R_H$ of households is just sufficient to reduce $R_H$ below 1 when infectivity in workplaces is very low or very high, but that for intermediate values of such infectivity less effort would be required, although an exact quantification can only be assessed numerically and depends on model assumptions about the individuals’ infectivity. Numerical values in figure 2 are obtained using the so-called standard SIR model defined in Ball (1983; see also Ball (1986) and Andersson & Britton (2000) and the electronic supplementary material).

The same considerations apply when households and workplaces have variable size distributions, when households are selected at random, i.e. independently of their size. However, when sizes vary, other strategies of household selection (e.g. vaccination of the largest households or the households of randomly selected individuals) can be considered and in general perform better. A more detailed discussion about such selection criteria is reported in the electronic supplementary material.

The main reason for adding the workplaces to the household structure, apart from making the model slightly more realistic, is to study the effect of their closure on the spread of the epidemic. This can be simulated by setting $\mu_W = 0$ in both the formulae of $R_g$ and $R_H$, and, in both cases, as expected, the formula for $R_g$ of the households model of §2 is recovered. Note, however, that the explicit presence of workplaces in the present model allows the effects of their closure to be disentangled from other forms of social distancing. In fact, should the individual’s behaviour remain unchanged before and after the implementation of this control policy, the value of the other parameters $R_g$ and $\mu_H$ in the model would remain constant, while the parameter $R_g$ in the households model would actually be reduced (in a non-trivial fashion) because it takes into account any form of between-household transmission, including that occurring at work.

**4. DISCUSSION AND CONCLUSIONS**

We have considered a model (first proposed in Ball & Neal 2002) for a population partitioned into households and workplaces, we have shown that more than one reproduction number with a clear epidemiological interpretation can be defined and, in particular, we have presented a new household-to-household reproduction number $R_H$ (equation (3.2)).

A construction similar to that leading to $R_H$ has been adopted independently in Ball & Neal (2008), although with rather different motivation and derivation. In Ball & Neal (2008), superimposed to global infections, local infections occur between individuals (and not households) on a random contact network with specified degree distribution. In the infinite population limit, local saturation can be neglected and therefore only direct infections are attributed to each infective; for this reason, the threshold parameter obtained is actually the basic reproduction number $R_0$. In our model, the network representing local contacts consists of fully connected sub-graphs (households and workplaces), joint by single nodes, and local infections between households spread through workplace...
epidemics, where the nonlinearity induced by the local saturation is bypassed by referring all cases in a workplace epidemic to the primary case.

We have shown how $R_H$ overcomes some of the limitations from which the clump-to-clump reproduction number $R_c$ suffers (Ball & Neal 2002). In particular, it can never become infinite, and it is therefore always informative about how much effort should be put into controlling the epidemic. As a numerical example, let $(R_g, R_H, \mu_W) = (1/3, 1, 1)$; while $R_c = \infty$, $R_H = 2$. We therefore know that the household-to-household transmission must be reduced by a factor of 2. By keeping fixed both $\mu_H$ (i.e. we act only on between-household transmission) and $R_g$ (e.g. because we think we cannot easily control it quantitatively), we find (now $R_H$ changes monotonically with $\mu_W$) that $\mu_W$ needs to be reduced from 1 to 0.2 to achieve control. Of course, the same result can be obtained from $R_c$, since it shares the same threshold with $R_H$, but requiring a reduction of $R_c$ from $\infty$ to 1 is less informative from a practical point of view.

Another remark in support of $R_H$ is that a selected household requires a limited time to infect other households. Therefore, in a reasonably large but finite population, it is often possible to ignore the depletion of susceptibles for long enough to be able to observe a number of household-to-household infections, which is sufficiently large for the law of large numbers to be invoked, i.e. for having the epidemic behaviour mainly driven by the household-to-household reproduction number (an average value). On the contrary, already when $\mu_H R_H$ is smaller than but close to 1, the time required for a clump to form may be so long that any realistic population size could be too small to make the exponential phase long enough to observe clumps reaching the end of their infectious period before the depletion of susceptibles in the population starts having a major role in the epidemic dynamics.

We have formally proved an inequality (equation (3.3)) for the critical vaccination coverage for households, which provides an upper bound for the effort needed to safely contain the epidemic when vaccination is targeted at randomly selected households instead of randomly selected individuals; such vaccination policy, although not optimal (Becker & Starczak 1997; Ball & Lyne 2002; Ball et al. 2004), is likely to be the one adopted in most practical cases (Becker & Utev 1998; Fraser 2007). Note that, if the assumption of random connections between households and workplaces is not met, the inequality (3.3), although not strict, remains valid and therefore the vaccination of a proportion of randomly selected households equal to $1 - 1/R_H$ still guaranties infection extinction.

We also commented on the fact that the same argument that leads to equation (3.2) for $R_H$ can be used to derive a similar reproduction number $R_W$ for workplaces. All the results valid for $R_H$ are also valid for $R_W$ when the roles of households and workplaces are exchanged. We have focused mainly on $R_H$ since the household is often a more natural target for control policies than a workplace, because it is more clearly identifiable, because of the often higher internal transmission coefficient or because most of the population has a household to live in. In some contexts, however, $R_W$ may be more relevant than $R_H$, for example when vaccination is delivered to children in schools or some other forms of controls targeted at workplaces are studied.

The presence of workplaces in addition to households allows us to study the effect of the social distancing achieved when people stop going to work. Such an action is surely a draconian measure and is not likely to be implemented because of its economical implications. However, school closure is not only feasible but also more likely to occur under conditions of particular stress for the health care system and, as a side effect, it may force many workers to remain at home with their children.

It is reasonable to assume that school or workplace closure has an effect on other routes of transmission, since individuals not at work spend their time elsewhere. In this case, it may well happen that a reduction of some parameters (e.g. $R_g$ and $\mu_W$) is accompanied by an increase in others (e.g. $\mu_H$ if, for example, more time is spent at home). These types of change in the parameter set can result in different reproduction numbers changing in different directions (see the electronic supplementary material). Therefore, their effect may be read differently by the two reproduction numbers $R_c$ and $R_H$, and we argue that the information provided by both parameters should be taken into account and compared.

Other forms of intervention, especially those based on real-time reaction to detected or suspected cases, are more difficult to study, since they are highly dependent on the time delays between infection, detection of a case and policy implementation. This requires a detailed specification of the dynamics of the individual-to-individual infection process, which has not been modelled in this paper.

The choice of not modelling the dynamics of the infectious-to-susceptible interaction has the clear advantage that the results of this paper hold quite generally. As a drawback, it makes the quantities in the formulae for the reproduction numbers less easily related to more fundamental ingredients (such as infectivity, duration of infectiousness and so on) and therefore more difficult to find knowledge about. In particular, while $\mu_H$ and $\mu_W$ could be in principle estimated from data on where infected cases live and work, estimation of $R_c$ may be more difficult.

Our approach presents other limitations. First of all, we assumed that each individual selects their workplace randomly, thus giving rise to a social structure that can be described as a bipartite random network. Such a condition is clearly not met in a real society, because there is a spatial component that cannot be ignored (e.g. children going to school close to home, adults trying to find a job not too distant from where they live) and some forms of social aggregation (e.g. work colleagues deciding to register their children to the same school; cultural, religious or political affinities and so on). Relaxing this hypothesis can probably be achieved only by using individual-based simulations and is currently under investigation by the authors. However, this random network assumption provides
the worst possible scenario, since it minimizes the chance that the infection re-enters in the same infected household or workplace, an event that would slow down the epidemic and reduce its final size.

A second limitation is the idealization of the concept of workplace, assumed to be a place where individuals spend most of their time while out of home; in practice, it is often unclear who should be considered as sharing a workplace with whom. However, the same definition problems arise in quantifying the effects of most of the social distancing control measures implemented during an infection outbreak.

Many other interesting issues should be further explored: first, gaining a clear understanding of the differences between a households–workplaces model, as described in this paper, and other structured population models where the local saturation of susceptibles is not taken into account (e.g. Roberts 2004, 2007; Aldis 2005) or is taken into account only for the within-household transmission (e.g. in Becker et al. 2005); second, investigating the benefits of a further distinction between schools and workplaces, motivated by a difference in size distributions, transmission parameters, contact rates and other characteristics of the individuals (adult/child), the economic implications of their closure, as well as realistic feasibility of parameter estimation in the two environments (Cauchemez et al. 2008); third, exploring how important the presence of workplaces is, in addition to the household structure, in correctly estimating the target of the critical vaccination coverage, as in Becker & Utev (1998) for the comparison between a households model and a model with homogeneous mixing. Furthermore, in order to assess the impact that school and workplace closure might have in an emerging outbreak situation, extensive effort needs to be focused on quick and robust methods for the estimation of the changes in global and household transmission that are likely to occur when the control policy is implemented. Some a priori analysis could be carried out by assuming that the control policy is implemented. Some
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