Dynamics of killer T cell inflation in viral infections
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Upon acute viral infection, a typical cytotoxic T lymphocyte (CTL) response is characterized by a phase of expansion and contraction after which it settles at a relatively stable memory level. Recently, experimental data from mice infected with murine cytomegalovirus (MCMV) showed different and unusual dynamics. After acute infection had resolved, some antigen specific CTL started to expand over time despite the fact that no replicative virus was detectable. This phenomenon has been termed as ‘CTL memory inflation’. In order to examine the dynamics of this system further, we developed a mathematical model analysing the impact of innate and adaptive immune responses. According to this model, a potentially important contributor to CTL inflation is competition between the specific CTL response and an innate natural killer (NK) cell response. Inflation occurs most readily if the NK cell response is more efficient than the CTL at reducing virus load during acute infection, but thereafter maintains a chronic virus load which is sufficient to induce CTL proliferation. The model further suggests that weaker NK cell mediated protection can correlate with more pronounced CTL inflation dynamics over time. We present experimental data from mice infected with MCMV which are consistent with the theoretical predictions. This model provides valuable information and may help to explain the inflation of CMV specific CD8+ T cells seen in humans as they age.
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1. INTRODUCTION

CD8+T cell or cytotoxic T lymphocyte (CTL) responses play an important role in the resolution of viral infections. Activated antigen specific CD8+ T cells exert their functions by lysing infected cells and/or by secreting soluble mediators which inhibit viral replication. Following non-persistent viral infections, antigen specific naive CD8+ T cells are primed and expand. The expansion phase is followed by a contraction phase during which 95% of antigen specific effector CD8+ T cells die. Thereafter, antigen specific CD8+ T cells settle at a relatively stable level and decline only at a very slow rate (Wherry & Ahmed 2004). This is called CD8+ T cell memory and can be maintained in the absence of antigenic stimulation (Kaech et al. 2002). After acute infection, memory specific for a range of epitopes derived from different viral proteins is often observed.

A different pattern of CTL dynamics has been observed after murine cytomegalovirus (MCMV) infection (Holtappels et al. 2002; Karrer et al. 2003). In murine models, CD8+ T cells have been shown to be important for both resolution of acute CMV disease and maintenance of virus latency. Similar observations have been made in human infection (Bunde et al. 2005). In MCMV, viral reactivation is initiated from the immediate early (IE) gene complex during latent infection (Kurz et al. 1999). It is thought that CTL specific for the IE gene products control reactivation, because the full replication cycle of the virus is usually not completed (Reddehase 2002). While some CTL responses specific for MCMV showed the typical stable memory pattern described above, CTL directed against other epitopes followed an unusual dynamics: the acute response is characterized by rapid expansion of antigen specific CD8+ T cells, followed by a contraction phase. Thereafter, however, a steady accumulation of the specific CTL during the latent phase of the infection can be observed. Similar late expansion has been observed in responses against subdominant epitopes (endogenous or presened from recombinant viruses) which are barely detectable in the acute phase (Karrer et al. 2004; Munks et al. 2006). Up to 20% of all CD8+ T cells can be specific for one epitope 1 year after infection (Karrer et al. 2003), and the expansion comprises changes in absolute numbers, as well as proportions of CD8 T cells, in all organs studied (especially non-lymphoid organs such as lung, liver and salivary gland; Karrer et al. 2003;
Sierro et al. 2005). These particular dynamics have been termed ‘memory inflation’, and could explain why very large numbers of CTL specific for human CMV are observed in seropositive individuals long after the resolution of primary infection (Khan et al. 2002, 2004; Komatsu et al. 2003). It has been suggested that these very large expansions may compromise immune responsiveness against other infections, such as EBV or vaccines, and may therefore contribute to the increased mortality rate associated with CMV seropositivity in the elder people (Khan et al. 2004).

While the observation of memory inflation is well characterized experimentally, the mechanisms which contribute to these dynamics have yet to be explored. Responses to many epitopes do not appear to undergo inflationary dynamics. Detailed analysis of the memory pool suggests that these do not appear to re-encounter antigen, as judged by markers of activation and maturation. Experimentally, it is difficult to examine antigen representation during latency in vivo, but most observers conclude that virally encoded immunoevasins, which downregulate antigen processing as viral replication proceeds in an infected cell probably play a major role in preventing recognition of such epitopes. The power of the immunoevasin pathways is such that relatively immunodominant responses generated acutely may fail to protect mice against viral re-challenge in a bone marrow transplant model.

For the other epitopes, however, the unusual dynamics of the CMV response have yet to be adequately explained. Since the host–virus interactions comprise very low levels of replication in diverse tissues they are not readily amenable to experimental measurement. Thus, we have formulated a simple mathematical model to examine this process. Using this, we propose a mechanism which could explain some key aspects of memory inflation. We find that memory inflation can be promoted by the competition dynamics between CMV-specific CD8+T cells and innate natural killer (NK) cell responses. CD8+T cell inflation for specific epitopes occurs if the NK cells reduce virus load more quickly than the antigen specific CD8+T cells during acute infection, but maintain a chronic virus load which allows for subsequent CD8+T cell expansion to higher levels. In particular, the extent of memory inflation can depend on the efficacy with which NK cells control the infection. Weaker NK cell responses can correlate with more pronounced inflation dynamics. The theoretical results are supported by further experimental data.

2. MATERIAL AND METHODS

2.1. Basic model of CMV infection

The model which describes the basic dynamics of CMV infection is given by the following set of ordinary differential equations:

\[
\frac{dx}{dt} = \lambda - dx - \beta x v - \gamma x v, \tag{2.1}
\]

\[
\frac{dy}{dt} = \beta x v - a_0 y_0 - \eta y_0 + \phi L,
\]

\[
\frac{dy_1}{dt} = \eta y_0 - a_1 y_1, \tag{2.2}
\]

\[
\frac{dL}{dt} = \gamma x v - \phi L - dL,
\]

\[
\frac{dv}{dt} = ky_1 - uv.
\]

The meaning of the variables is as follows: susceptible host cells, \(x\); infected cells which express early-viral gene products, \(y_0\); infected cells which express late-viral gene products, \(y_1\); latently infected cells, \(L\); and free virus particles, \(v\).

Two outcomes are possible in this model. If the infection fails to get established, the population of susceptible host cells remains at the equilibrium level \(x = \lambda/d\), while all other populations are extinct. Alternatively, the infection can become established and the equilibrium expressions for this outcome are given by complicated expressions which are not written out here. The infection becomes established if the basic reproductive ratio of the virus, \(R_0\), is greater than one. The basic reproductive ratio is given by

\[
R_0 = \frac{\lambda \eta}{d_1(a_0 + \eta)(\beta + \gamma \phi / \phi + d)}. \tag{2.2}
\]

2.2. Including a CTL response

The dynamics of the CTL response is modelled in two parts. First, upon encounter with antigen, it is assumed that the naïve CTL undergo programmed expansion which involves eight cell divisions, and the generation of effector and effector memory cells. Subsequently, it is assumed that repeated encounter with antigen results in further CTL expansion and the generation of effector cells. This process which occurs in chronic infection is approximated with a simple predator–prey type equation.

Programmed CTL expansion during acute infection is modelled by the following set of differential equations which have been proposed by Wodarz & Thomsen (2005):

\[
\frac{dm_0}{dt} = 2r m_{n-1} - r m_n
\]

\[
\vdots
\]

\[
\frac{dm_i}{dt} = 2r m_{i-1} - r m_i
\]

\[
\frac{dm_n}{dt} = -r m_0
\]

The variable \(m\) denotes the number of acute CTL which have not yet developed effector activity. We start with the population \(m_0\). These are naïve CTL which have just been activated by CMV. These cells start to divide. The CTL which have undergone \(i\) cell divisions are denoted by \(m_i\). In accordance with experimental data we assume that CTL undergo eight divisions before they attain effector activity. That is, \(n = 8\).

After the eight cell divisions, the CTL are assumed to attain effector function which can subsequently become effector memory cells and repeatedly give rise
to further effectors upon continuous antigenic stimulation. This is modelled by the following set of equations (Nowak & Bangham 1996):

\[
\begin{align*}
\frac{dx}{dt} &= \lambda - dx - \beta xv - \gamma xv, \\
\frac{dy_0}{dt} &= \beta xv - a_0 y_0 - \eta y_0 + \phi L - p_0 y_0 z_a, \\
\frac{dy_1}{dt} &= \eta y_0 - a_1 y_1 - p_a y_1 z_a, \\
\frac{dL}{dt} &= \gamma xv - \phi L - dL, \\
\frac{dv}{dt} &= ky_1 - uv, \\
\frac{dz_a}{dt} &= \alpha m_n + c_a(y_0 + y_1) z_a - b_a z_a.
\end{align*}
\]

The CMV specific effector CTL are denoted by \( z_a \) (subscript a stands for adaptive to set it apart from the innate NK cell response introduced in §2.3). They are produced with a rate \( \alpha m_n \) by differentiation from precursor cells which have undergone programmed expansion. Upon stimulation with antigen derived from early- and late-stage infected cells, the CTL proliferate further with a rate \( c_a \). They die with a rate \( b_a \). Non-lytic activity could be easily incorporated into the model and would not change the outcomes considered here.

If \( c_a(y_0^* + y_1^*) > b_a \), the system converges towards an equilibrium which describes persistent infection controlled by CTL (\( y_0^* + y_1^* \) denote the abundance of infected cells in the absence of immunity). The mathematical expressions for the equilibrium are complicated and are not written out here.

### 2.3. Modelling the NK cell response

In the following model, an NK cell response is added to the above equations.

\[
\begin{align*}
\frac{dx}{dt} &= \lambda - dx - \beta xv - \gamma xv, \\
\frac{dy_0}{dt} &= \beta xv - a_0 y_0 - \eta y_0 + \phi L - p_0 y_0 z_a - p_0 y_0 z_i, \\
\frac{dy_1}{dt} &= \eta y_0 - a_1 y_1 - p_a y_1 z_a - p_a y_1 z_i, \\
\frac{dL}{dt} &= \gamma xv - \phi L - dL, \\
\frac{dv}{dt} &= ky_1 - uv, \\
\frac{dz_a}{dt} &= \alpha m_n + c_a(y_0 + y_1) z_a - b_a z_a. \\
\end{align*}
\]

The population of NK cells is denoted by \( z \) (i stands for innate). It is assumed that reactive NK cells are present independent from the virus. They are produced with a constant rate \( \xi \) and dies with a rate \( b \). Thus, in the absence of infection, NK cells which can react against CMV are present at a level of \( \xi / b \). In addition, it is assumed that the population of NK cells can undergo clonal expansion upon antigenic stimulation with a rate \( c \). Since the NK cells, which can attack the virus, are always around even in the absence of an infection there is no condition for the establishment of the NK cell response. In contrast to the CTL, limited antigenic stimulation cannot drive the NK cells below a limit.

### 2.3.1. Mice

Mice were bred and maintained in a conventional animal facility unit at the Department of Zoology, University of Oxford, UK. All experiments were performed using age-matched control female C57BL/6 or BALB/C mice and with the permission of the Home Office according to the Animals Scientific Procedures Act of 1986. Mice were infected intravenously (i.v.) with 10⁶ pfu MCMV-GP (Karrer et al. 2004).

### 2.3.2. In vivo depletion of NK cells

The hybridoma secreting anti-NK1.1- (PK136) was used (Seaman et al. 1987). The hybridoma was grown in culture and mAbs were purified by precipitation in saturated ammonium sulphate. The optimal amount of Abs for in vivo depletion was determined in preliminary assays by flow cytometry (data not shown). Mice were injected twice with 300 µg of purified PK136 mAb with a one-day interval. Antibodies, injected i.p. in volumes of 100–200 µl, were administered 3 and 1 day prior to infection.

### 2.3.3. Ex vivo detection of antigen-specific T cells using MHC class I tetrameric complexes and flow cytometry

The MHC class I-peptide tetrameric complexes (tetramers) used in the study were produced as described previously (Altman et al. 1996). The following peptide for the H-2b haplotype: the LCMV glycoprotein derived epitope gp34 (GP, H2-Kb, 34AVYNFATC41, Hudrisier et al. 1997) was used. For FACS staining, the following antibodies were used: allophycocyanin (APC)- or Peridinin Chlorophyll protein (PerCP)-labelled antimouse CD8 (BD Biosciences).

### 3. RESULTS AND DISCUSSION

#### 3.1. Modelling basic dynamics of CMV infection

The model for CMV infection is based on simple virus dynamics equations (Nowak & Bangham 1996; De Boer & Perelson 1998; Perelson 2002) and contains the following additional features: (i) the distinction between infected cells which express only viral gene products expressed early in the viral life cycle (such as Immediate early genes) but no infectious virus, and infected cells which express also the viral gene products generated only later in the viral life cycle, along with new viral progeny; (ii) a compartment of latently infected cells. Thus, the model contains the following five variables: susceptible host cells, \( x \); infected cells which express early-viral gene products, \( y_0 \); infected cells which express late-viral gene products, \( y_1 \); latently infected cells, \( L \); and free virus particles, \( v \). It is given by a set of differential equations.
equations which describes the development of these populations over time. The equations are shown schematically in figure 1. The equations which describes the development of these populations over time. The equations are shown in table 1.

### Table 1. List of parameters and their meanings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>production rate of susceptible host cells</td>
</tr>
<tr>
<td>$d$</td>
<td>natural death rate of susceptible host cells</td>
</tr>
<tr>
<td>$r$</td>
<td>rate of productive infection</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>generation rate of latently infected cells</td>
</tr>
<tr>
<td>$a_0$</td>
<td>death rate of early-infected cells</td>
</tr>
<tr>
<td>$a_1$</td>
<td>death rate of late-infected cells</td>
</tr>
<tr>
<td>$\eta$</td>
<td>rate at which an early-infected cell becomes a latently infected cell</td>
</tr>
<tr>
<td>$\phi$</td>
<td>activation rate of latently infected cells</td>
</tr>
<tr>
<td>$k$</td>
<td>rate of virus production by infected cells</td>
</tr>
<tr>
<td>$\mu$</td>
<td>death rate of free virus particles</td>
</tr>
<tr>
<td>$p_a$</td>
<td>rate of CTL-mediated killing of infected cells (a=adaptive)</td>
</tr>
<tr>
<td>$p_i$</td>
<td>rate of NK cell-mediated killing of infected cells (i=innate)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>rate of antigen-independent programmed CTL proliferation</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>rate of CTL effector generation following programmed proliferation</td>
</tr>
<tr>
<td>$c_a$</td>
<td>rate of antigen-driven CTL proliferation</td>
</tr>
<tr>
<td>$b_a$</td>
<td>death rate of effector CTL</td>
</tr>
<tr>
<td>$c_i$</td>
<td>rate of antigen-drive expansion of NK cells</td>
</tr>
<tr>
<td>$b_i$</td>
<td>death rate of NK cells</td>
</tr>
</tbody>
</table>

In this basic model two outcomes are possible. Either the infection fails to become established, or we observe persistent infection. Which outcome is observed depends on the basic reproductive ratio of the virus, denoted by $R_0$ (Anderson & May 1991). This measure describes the average number of newly infected cells which are generated by one infected cell when the host is almost virus free. If $R_0<1$, we observe extinction of the virus; if $R_0>1$, then we observe persistent infection.

In our model, the basic reproductive ratio of the virus is the sum of two components: virus replication which occurs during productive infection and virus replication which is induced by the activation of latently infected cells. Mathematical details of the model are given in materials and methods.

### 3.2. Modelling CTL responses against CMV

Here, we add an adaptive immune response, denoted by $z_a$. In particular, we consider a CTL response against CMV. This is modelled according to the simplest assumptions where antigenic stimulation induces CTL proliferation and CTL kill infected cells (Nowak & Bangham 1996; figure 1). It is assumed that CTL can recognize antigen on both types of productively infected cells, that is, those which express early-viral gene products.
gene products but not yet productive of viral progeny, \(y_0\); and those which are productive of viral progeny, \(y_1\). Antigen is assumed not to be recognized on latently infected cells. The CTL response model is given in two parts. In the acute phase, it is assumed that naive CTL become stimulated and undergo programmed expansion which involves eight cell divisions and the differentiation into effector and effector memory cells (Mercado et al. 2000; Kaech & Ahmed 2001; van Stipdonk et al. 2001; Antia et al. 2003; Wodarz & Thomsen 2005). Once effectors and memory cells have been generated, the CTL dynamics are modelled by a simple predator–prey type equation: Upon antigenic stimulation (from both types of productively infected cells), CTL proliferate with a rate \(c_\alpha\). They die with a rate \(b_\nu\). CTL kill both types of productively infected cells (\(y_0\) and \(y_1\)) with a rate \(p_\nu\). Apart from killing, CTL are known to secrete soluble factors that inhibit viral replication in cells without lysis (Guidotti et al. 1999). According to extensive computer simulations and previous modelling experience (Wodarz & Nowak 2000; Wodarz et al. 2002), adding this mode of activity does not change the basic results derived here. For simplicity, we only included one mode of effector activity, that is, CTL-mediated lysis. The reason to use predator–prey equations in the post-acute phase of the infection is that in the context of virus persistence, the CTL are likely to cycle between the effector and memory phenotypes. This should be accurately described by the simple equations. The full mathematical model is given in §2.

If the degree of antigenic stimulation is sufficiently strong, the specific CTL response becomes established in the long term. This occurs if \(c_\alpha(y_0^* + y_1^*) > b_\nu\), where \(y_0^*\) and \(y_1^*\) denote the equilibrium number of infected cells which express early- and late-viral gene products in the absence of CTL. In this case, the population of CTL grows and starts to downregulate virus load. In a typical simulation, the CTL response peaks and subsequently declines until it reaches a steady state which may correspond to the memory phase (figure 2a).

The number of productively infected cells and the amount of free virus at this steady state is a function of the strength of the immune response. The stronger the CTL response, the lower the number of productively infected cells and the amount of free virus. If the immune response is strong, then most of the virus will persist in the form of latently infected cells. As latent infection is also generated by infection events, however, the number of latently infected cells will also be reduced in the face of stronger immunity. In the model, latently infected cells continuously re-activate to give rise to productively infected cells. However, productive infection is kept at bay by the ongoing CTL memory response. Note that CTL inflation dynamics cannot be reproduced by this model alone.

### 3.3. Adding NK cell responses to the model

Here we add an innate immune response, denoted by \(z_i\). In particular, we consider the NK cell response. This is because NK cells play a critical role in the innate response against CMV infection, and initially control viral replication in the target organs. Data indicate that there are two important components to an NK cell response (Brown et al. 2001; Daniels et al. 2001; Lee et al. 2001). First, many of the NK cells which exist before the infection can kill virus-infected cells because

---

**Figure 2.** Immune response dynamics in CMV infection predicted by computer simulations. The timing of infection is indicated by an arrow. Two immune responses are considered: the CTL response and the NK cell response. In the simulation for the NK cell response, we have the infection start at a later time point in the simulation compared with the CTL response. This is because we would like to emphasize that a significant number of NK cell effectors exist independent from antigenic stimulation and are ready to fight the infection immediately as the virus enters the host. This is not true for CTL, which have to undergo clonal expansion and differentiation first. Further note that the units of the numbers of immune cells are arbitrary and should not be compared.

(a) CTL response. Before the infection, specific CTL do not pre-exist as effectors. Instead a small number of naive CTL are present. Upon antigenic stimulation, the naive CTL become activated, expand and develop effector function. Subsequently, the CTL response declines until it settles around a stable level. This marks the chronic phase where an ongoing CTL response contains a persistent virus population.

(b) NK cell response. Before infection, NK cells that can potentially attack the virus pre-exist. If this effector activity is too strong and reduces the basic reproductive ratio of the virus below one, the infection cannot become established in the host. In this simulation, this is not the case and a persistent infection is established. Consequently, the NK cell population expands in response to antigenic stimulation and settles around an equilibrium during chronic infection. The number of NK cells does not fall back to pre-infection levels because the persisting virus keeps boosting the cells. Parameters were chosen as follows: \(\lambda=10\), \(d=0.1\), \(\beta=0.1\), \(a_0=0.1\), \(a_1=0.2\), \(k=1\), \(u=1\), \(p_0=0.000001\), \(c_\alpha=15.5\), \(p_1=1\), \(c_\beta=12\), \(b_\nu=0.1\), \(\gamma=0.5\), \(\phi=0.1\), \(\eta=0.01\), \(\gamma=1\), \(\delta=10\), \(\xi=0.01\).
they are recognized by a number of different receptors. Second, NK cells bearing specific receptors can expand in response to antigenic stimulation (Dokun et al. 2001). Therefore, we assume that a certain number of NK cells with the potential to kill CMV infected cells exist before infection, and in addition the NK cell population proliferates when antigen is encountered. We assume that antigen is recognized on infected cells but that latently infected cells are not recognized. The model which includes the NK cell response is described schematically in figure 1 and is written out in §2. NK cells are produced with a constant rate \( \xi \) and die with a rate \( b_i \). Thus, in the absence of infection, the number of NK cells which can recognize and kill CMV infected cells is given by \( \xi / b_i \). In addition, the presence of the virus can lead to the proliferation of the NK cells with a rate \( c_i \). NK cells kill infected cells (those which express early or late-viral gene products) with a rate \( p_i \). Similarly to CTL, NK cells are known to also inhibit viral replication via the secretion of cytokines. Again, extensive numerical simulations indicate that our results do not depend on the particular mode of antiviral activity. Therefore, only killing was included in the model for simplicity. The main difference to the CTL model is that a reactive population of cells already exists before infection which is ready to fight the virus as soon as it enters the host.

In the absence of a CTL response, the typical dynamics are as follows. Initial virus growth is immediately countered by the NK cells. If the strength of the NK cells lies above a threshold, the virus infection cannot become established (the basic reproductive ratio of the virus is essentially less than one). If NK cell mediated killing is less strong, then the basic reproductive ratio of the virus is greater than one and a productive infection is established. Virus growth induces expansion of the NK cell population. The number of NK cells peaks, subsequently declines and settles at a steady state which describes a controlled but persistent infection (figure 2b). The stronger the NK cell response, the lower the number of infected cells and the amount of free virus.

3.4. NK cell—CTL interactions

We observe more complex dynamics if both the NK cell and the CTL response develop. Now, there is a degree of competition for antigenic stimulation between CTL and NK cells. This is because one branch of immunity can suppress virus load and compromise the other. However, this competition is asymmetric. The development of CTL effector activity depends on antigenic stimulation. The NK cell response can significantly suppress virus load and thereby compromise the development of CTL effector activity. CTL can also suppress virus load. However, the generation of NK cell effector activity is not compromised significantly by CTL. This is because a population of reactive NK cells exists even before the infection, and immediate effector activity does not rely on antigen-induced expansion of the NK cell population. Thus, in the following we will examine how the CTL dynamics depend on NK cell activity in the model.

We vary the strength of the NK cell response from high to low. The strength of the NK cell response is captured by the number of reactive NK cells which preexist before the infection (given by \( \xi / b_i \)), their effector activity, \( p_i \), and their proliferation rate, \( c_i \). As mentioned above, if there are sufficient number of reactive NK cells which pre-exist before the start of the infection, and if they kill infected cells at a sufficiently high rate, then the basic reproductive ratio of the virus is less than one and an infection is not established. Consequently, a CTL response is not established either. Now assume that the NK cell response cannot prevent the establishment of infection. We observe an initial growth phase of the virus population, the extent of which depends on how effective the pre-existing NK cells are at removing infected cells. The NK cell population will also expand in response to antigenic stimulation. In addition, the population of CMV-specific CTL will become stimulated and expand. In the following, we examine how the dynamics of the CTL response depend on the strength of the NK cell response. We will concentrate on the rate of NK cell proliferation (or NK cell responsiveness, \( c_i \)) as a measure of NK cell efficacy. We distinguish between three basic types of CTL dynamics.

(i) The NK cell responsiveness is relatively high and lies above a threshold (figure 3a). We observe an initial expansion phase of the CTL, followed by a decline. This decline will eventually result in the extinction of the CTL population, despite an ongoing persistent infection. The reason is that the NK cell response suppresses virus load to levels which are too low to maintain the CTL response. Whether the specific CTL will go extinct in practice depends on the lifespan of memory CTL. Experiments suggest that memory CTL can be maintained for long periods of time in the absence of antigenic stimulation. In this case, the CTL would not go extinct in a realistic period of time, but persist as a population of resting memory CTL which decline at a very slow rate (figure 3a).

(ii) The NK cell response is weaker, and antigen continues to re-stimulate the CTL in the long term (figure 3b). We again observe an initial expansion of the CTL population, followed by a contraction phase. Whereas, it’s now the contraction phase is followed by a steady increase of the number of specific CTL during the chronic phase of the infection (figure 3b). This may correspond to the CTL inflation dynamics. The reason is as follows. The NK cell response is initially more effective than the CTL because it can achieve higher levels of lysis at the initial stage. Thus, NK cells play the dominant role in this acute phase and downregulate the virus population. This prevents the CTL from expanding fully. Consequently, they contract in the face of limited antigenic stimulation—i.e. effectively prematurely. The dynamics between the virus population and the NK cells oscillates to a steady state. Virus load at this steady state
is high enough so that the CTL become stimulated and expand during the chronic phase. CTL expansion continues until the number of CTL is high enough such that CTL-mediated killing becomes the dominant immune effector mechanism. Then the CTL settle around a steady state and control the virus population (figure 3b). At the same time, the NK cell response is expected to decline to a certain extent. These end stage dynamics might only occur after a time period too long to be observed in vivo. The inflation dynamics are determined by the following factors. The strength of NK cell mediated virus control can determine the degree of inflation. The weaker the NK cell response, the faster the rate of inflation. That is, the CTL population expands relatively slowly if the NK cell population is stronger, and faster if the NK cell response is weaker. The weaker the NK cell response, the higher the antigenic drive during chronic infection, and this allows for more pronounced CTL expansion (figure 4). Another factor which influences the amount of inflation can be the rate of CTL-mediated effector activity. CTL inflation is more pronounced if the rate of CTL-mediated activity is weaker. This is because with weaker CTL-mediated activity, a higher number of specific CD8 T cells are required to achieve CTL-mediated control of the virus population.

(iii) Finally, if the NK cell response is less effective at reducing acute virus load compared with the CTL response, we do not observe CTL inflation dynamics (figure 3c). In this case, CTL settle around a stable memory level after the acute phase of the infection. The difference to the first scenario described above is that now the memory cells are expected to be activated and not resting. The reason is that NK cells now do not play a significant role in limiting acute virus...
and the extent of CTL inflation is low. A weaker NK cell response allows higher virus loads during the chronic phase of the infection. This allows for a higher antigenic stimulus for the CTL. Consequently, CTL inflation is more pronounced. In addition, the weaker the rate of CTL-mediated effector activity the larger the degree of inflation, because more specific CD8 T cells are required to control the virus population; this latter relationship may differ significantly even between responses to epitopes which escape immunoevasins and are presented during the phase of clinical latency. The prediction that the extent of NK cell mediated protection can shape the dynamics of CTL memory inflation is supported by experimental data from MCMV infected mice. This is shown §3.5.

3.5. CTL inflation and NK cell responses: experimental data

To address whether NK cells have an effect on the CD8+ T cell inflation, C57BL/6 mice were infected with a recombinant MCMV expressing a peptide derived from the lymphocytic choriomeningitis virus (LCMV) glycoprotein (Karrer et al. 2004). This peptide (gp 31–42) was fused to the C-terminus of the non-essential ie2 gene of MCMV and is therefore expressed during latency under the control of the immediate early promotor (Grzimek et al. 2001). This induced a subdominant but inflationary gp34-specific CD8+ T cell response as monitored by tetramer. C57BL/6 were either depleted of NK1.1 cells or left untreated before MCMV-GP infection and the expansion of gp34-specific CD8+ T cells over time was measured in the blood (figure 5a). As predicted by the model we observed a bigger CD8+ T cell expansion when mice were depleted of NK cells during the acute phase of infection. Note that although NK cells were depleted in this experiment, this depletion occurred before infection and was transient. Therefore, this scenario does not correspond to the complete absence of NK cells in which case we would not expect inflation dynamics to occur. While this experiment manipulated the number of NK cells that are able to fight the virus upon infection, we varied the ‘responsiveness’ of the NK cells in our simulations (figures 3 and 4). Extensive simulations, however, indicate that the effect is the same, as in both cases the ability of the NK cells, to initially take control of the infection, is changed.

Resistance to MCMV is associated with the presence of Ly49H, an activating NK cell receptor in some mouse strains (Daniels et al. 2001; Lee et al. 2001). Ly49H binding to m157, a viral protein, activates Ly49H expressing NK cells and leads to increased resistance to MCMV (Arase et al. 2002). In C57BL/6, approximately 50% of NK cells express Ly49H rendering those mice more resistant to MCMV. On the other hand, BALB/B mice, which express the same MHC haplotype as C57BL/6 (H-2b), lack Ly49H expressing NK cells and are much more susceptible MCMV infection. We therefore infected C57BL/6 and BALB/B mice with 10^4 pfu of MCMV-GP and followed the expansion of gp34-specific CD8+ T cells over time. We observed a much more pronounced expansion of gp34+ specific CD8+ T cells
We have used a mathematical model which describes this process, in order to propose an explanation for the phenomenon of CTL memory inflation. The model argues that the competitive interactions between NK cells and CTL can give rise to inflation dynamics. This requires that the NK cells are more efficient at reducing virus load during the acute phase of the infection, but maintain virus loads during chronic infection at levels which are sufficient for CTL to become stimulated and expand. Experimental data which examine the correlation between NK-mediated protection and CTL inflation support the theoretical predictions.

The fact that experimental data are in agreement with theoretical predictions, however, does not prove our explanation to be correct. At this stage, it remains a hypothesis that provides stimulation for further experimental work. Our modelling suggests that the simplest mechanism put forward so far, that is, long-term re-stimulation of CTL during latent infection brought about by periodic reactivation of latent cells, cannot produce the inflation dynamics that are observed in experiments. Additional mechanisms must be at work, and we have suggested one that is consistent with the data collected so far. If further hypotheses are brought forward in the context of alternative models, experiments can be used to distinguish between them. One variant of our hypothesis could be that it is not the competition between CTL and NK cells in particular that accounts for the inflation dynamics, but the competition between CTL and other branches of immunity in general. According to numerical simulations, even the competition between CTL clones directed against different epitopes (De Boer & Perelson 1994; Nowak et al. 1995) can result in some CTL clones inflating over time while others remain steady. This can occur if one CTL clone is more efficient during the initial stages of the infection, while the other CTL clone is more efficient during the latent phase of the infection. However, the competition between CTL and NK cells seems to be the most likely candidate mechanism because NK effectors are present in the absence of antigen, even before the infection, and CTL effectors are not. Thus, NK cells are likely to be more efficient in the very early stages of the infection, setting the stage for the inflation dynamics. In addition to these theoretical arguments, the experimental data discussed here strongly point to an involvement of NK cells in CTL inflation.

It will be interesting to see whether inflation dynamics are observed in the context of any other virus infections, and whether a similar mechanism can be responsible. Recent data from acute parvovirus B19 infection in man demonstrate that memory inflation can occur during the first 12–18 months of infection, at a timepoint where virus is no longer readily detectable in blood (Isa et al. 2005; Norbeck et al. 2005). These CD8+ T cell populations show signs of activation and maturation similar to, if not exceeding, those in CMV, suggesting re-encounter with antigen over this period, although little data are available on NK cell responses over this period.

While the model has only considered a single CTL response, multiple CTL clones directed against different epitopes are observed in vivo. Depending on the CTL responsiveness and the rate of CTL-mediated

Figure 5. Increased CD8+ T cell inflation in the absence of NK cells during acute MCMV infection. (a) C57BL/6 naive mice or C57BL/6 mice treated with PK136 mAb to deplete NK1.1 cells were infected with 10^6 pfu of MCMV-GP intravenously. (b) C57BL/6 and BALB/B mice were infected with 10^6 pfu MCMV-GP intravenously. At the indicated time points, the mice were bled and peripheral blood cells were stained with anti-CD8 and Kb-gp34 tetramer. The percentage of CD8+ T cells staining with the Kb-gp34 tetramer is plotted.

in BALB/B mice over time as compared with C57BL/6 animals (figure 5b). This is again consistent with model predictions.

Finally, in a parallel study we compared the dynamics of the immune response with MCMV in two strains of BALB/c mice which are congenic for the Ly49H receptor (Sierro et al. in preparation). In this experiment the mice are identical, but for the presence of the protective NK population, and this leads to a much-diminished inflationary profile in the long term.
effect of some CTL responses may inflate while others do not. A more complex model that includes multiple CTL clones directed against different epitopes can reproduce this behaviour (not shown). For example, the amount of fully replicative virus maintained by the NK cell response may be too little to provide antigenic stimulation for some CTL clones during chronic infection, while it will be sufficient for others. Consequently some clones might remain as resting memory cells at a stable level, while others inflate. This has been observed in experimental data from MCMV infected mice (Karrer et al. 2003). Recent data from Munks et al. and Sierro et al. do point to the existence of quite distinct pathways of memory in latent CMV. A set of immune responses do not appear to undergo restimulation over this period and appear to be ‘blind’ to the presence of virus. A fuller understanding of how, where and when immunoevasins encoded by the virus block presentation of specific gene products (but not others) is required—however, it is clear that the dynamics discussed in this paper will apply to only a subset of responses, albeit those which dominate dramatically in memory pools.

The model behaviour does not depend strictly on latent virus. During the acute response the NK cell response is dominant and subsequently the persisting virus stimulates the CTL. The weaker the NK response, the more virus remains and the stronger the stimulation and inflation. Inflation would depend strictly on latently infected cells only if the virus was eradicated by NK cells alone, in the absence of latency. In this model both NK cells and CTL are responsible for the control of the virus during the latent phase of infection.

The experimental data presented here are in accordance with the model; we followed the inflation of gp34-specific CD8+ T cells during the latent phase of infection in different NK cell environments. Depletion of NK cells during the acute phase of infection, although only transient, does influence the subsequent CD8+ T cell collapse during the early latent phase of infection. Infection of BALB/c mice which have a much weaker MCMV generated NK cell response compared to C57BL/6 also support the idea that the strength of the NK response influences the inflation of CD8+ T cells during the latent phase. Although in this case, we cannot exclude the possibility that other factors due to the different genetic backgrounds of the mice may also play a role. A further study in our lab, using a more controlled comparison between congenic mouse strains has also highlighted critical differences in the late evolution of memory due to the presence of highly efficient NK responses. In this case the presence of more efficient NK cells expressing the Ly49H receptor leads to diminution of CD8+ T cell inflation (Sierro et al. in preparation), consistent with the idea that the two populations are effectively in competition.

The model is also relevant to human CMV infection. Although this is well controlled in normal individuals and latency is maintained lifelong, this is a significant clinical problem in the immunosuppressed. Interestingly, recent data do suggest that very large expansions of CMV specific CTL exist in normal individuals and that these gradually expand with age (Khan et al. 2002, 2004; Komatsu et al. 2003). It is suggested also that such populations may be associated with reduced expansions of T cell responses against other viruses, as well as vaccines. Such ‘immunoparesis’ could be associated with the excess death rate seen in seropositive elderly individuals. Importantly, a wide variation in immune responses against a single epitope is seen among individuals sharing a common HLA molecule. We speculate that variation in host-innate responses (such as polymorphisms in inherited NK receptors) could play a significant role in this inter-host variability.

This study was funded in part by NIH grant R01 AI058153-01A2.
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