Sampling methods for exploring between-subject variability in cardiac electrophysiology experiments
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Between-subject and within-subject variability is ubiquitous in biology and physiology, and understanding and dealing with this is one of the biggest challenges in medicine. At the same time, it is difficult to investigate this variability by experiments alone. A recent modelling and simulation approach, known as population of models (POM), allows this exploration to take place by building a mathematical model consisting of multiple parameter sets calibrated against experimental data. However, finding such sets within a high-dimensional parameter space of complex electrophysiological models is computationally challenging. By placing the POM approach within a statistical framework, we develop a novel and efficient algorithm based on sequential Monte Carlo (SMC). We compare the SMC approach with Latin hypercube sampling (LHS), a method commonly adopted in the literature for obtaining the POM, in terms of efficiency and output variability in the presence of a drug block through an in-depth investigation via the Beeler–Reuter cardiac electrophysiological model. We show improved efficiency for SMC that produces similar responses to LHS when making out-of-sample predictions in the presence of a simulated drug block. Finally, we show the performance of our approach on a complex atrial electrophysiological model, namely the Courtemanche–Ramirez–Nattel model.

1. Introduction

Many complex mathematical models, such as those for neural or cardiac excitability, are characterized by parameters living in a high-dimensional parameter space. In these applications, it is possible that only a small subset of this parameter space is required to explain the between-subject variability observed in experimental data.

A number of studies in systems electrophysiology have explicitly addressed the challenge of explaining between-subject variability in the response of specific neurons or particular cardiac muscle cells to an externally applied electrical stimulus by introducing the concept of ‘population of models’ (POM) [1–5]. The term ‘population of models’ arises from the notion that a mathematical model is typically considered to be the underlying set of model equations in conjunction with a specific set of model parameter values. In the statistical literature, however, this would be considered as being only a single model, with a set of parameter values sampled from some underlying population distribution. Such a model is often referred to as a random effects model.

In the POM approach, a particular system of equations is fixed (typically a given set of differential equations), and different combinations of the equation parameters are considered in order to generate a collection of models. These models are then calibrated, so that only the ones consistent with observed experimental data are kept in the final POM. The calibrated POM is then often used to make ‘out-of-sample’
predictions, such as predicting the cellular electrophysiological changes produced by a drug-induced conduction block [2] or by different expression levels of mRNA in failing human hearts [6].

In the POM literature, different methods have been used to sample from a multidimensional parameter space and to generate the initial collection of models. Gemmell et al. [7], for example, combine random sampling with a method known as clutter-based dimension reordering, enabling the visualization of a multidimensional parameter space in two dimensions, whereas Sánchez et al. [3] adopt a sampling method based on decomposition of model output variance, known as the extended version of the Fourier amplitude sensitivity test originally developed by Saltelli et al. [8]. Another option often found in the POM literature to explore the multidimensional parameter space and generate the initial collection of models is a method known as Latin hypercube sampling (LHS; see [2,9–11] for example). LHS is a technique first introduced by McKay et al. [12]. Suppose that the d dimensional parameter space is divided into n equally sized subdivisions in each dimension. A Latin hypercube trial is a set of n random samples with one from each subdivision; that is, each sample is the only one in each axis-aligned hyperplane containing it. McKay et al. [12] suggest that the advantage of LHS is that the values for each dimension are fully stratified, whereas Stein [13] shows that with LHS there is a form of variance reduction compared with uniform random sampling.

In this work, we focus on the POM method using a statistical framework, both in terms of methodological development and data analytic considerations. We show connections between a method originating in population genetics, known as approximate Bayesian computation (ABC), and POM, in particular, to develop a computationally efficient algorithm for POM. ABC has been developed in order to perform Bayesian statistical inference for models that do not possess a computationally tractable likelihood function [14]. ABC algorithms involve searching the parameter space until a certain number of parameter values are found that generate simulated data that are close to the observed data. ‘Close’ is typically defined as a user-specified discrepancy function involving some carefully chosen summary statistics of the data. The optimal choice of summary statistics represents a trade-off between information loss and dimensionality [15].

The output of ABC is a sample of parameter values from an approximate posterior distribution (the probability distribution of the parameters conditional on the data). The approximation depends on the choice of summary statistics and on how stringently the simulated data are matched with the observed data.

The original ABC rejection algorithm [14] involves repeated random sample selections from the parameter space until a certain number of sufficiently close samples is generated. If the posterior distribution is quite different from the prior distribution, then this method is known to be highly inefficient. To improve efficiency, Markov chain Monte Carlo (MCMC) methods can be used to sample from the approximate posterior (referred to as MCMC ABC [16]). MCMC involves proposing new parameter values locally via a Markov chain and accepting these proposals with a certain probability to ensure that the limiting distribution of the Markov chain is the posterior distribution of interest. However, because MCMC ABC relies on a single chain, it can sometimes get stuck in low posterior regions, so a collection of sequential Monte Carlo (SMC) methods has been developed (referred to as SMC ABC [17–19]).

The aims of this article are as follows. First, we develop a statistical framework for POM that provides insight into the outcomes of a POM approach and the impact of data summarization. We devise a novel computational algorithm for POM based on SMC using the developments in SMC ABC as guidance. We then compare this method with an existing approach based on LHS and random sampling. As a case study, we consider the Beeler–Reuter (BR) cardiac cell model [20]. We compare the performance of the POM methods (LHS and SMC) by analysing how certain biomarkers behave, based on the action potential, as a function of the ‘maximal current densities’ associated with four ion channels (see §3), and also for different summary statistic dimensions. We then make some predictions as to how the two approaches compare when we reduce the maximal current density of a selected potassium channel, thus mimicking the effect of a pharmaceutical drug block. As a by-product of our analysis, we also gain insights into how reliably parameter ranges of this model can be recovered based on what information of the solution profile is used.

2. Methods

2.1. A statistical framework for population of models

We generally assume that the phenomenon under study can be modelled by a mathematical model, denoted by \( m(\theta) \), with \( \theta \) being an unknown parameter of the model with parameter space \( \Theta \subseteq \mathbb{R}^d \) where \( d \) is the number of components in the parameter vector. We assume that the output of the model is deterministic with a solution function denoted by \( x(\theta) \), where \( x(\cdot) \) is a scalar function. The methods that we specify later still apply if \( x(\cdot) \) is a vector-valued function. We also assume that a highly accurate numerical solver for \( x(\theta) \) is available, so that the numerical error is negligible.

Data are collected on \( n \) subjects. We assume that data \( y \) from a subject have the same support as the model output \( x(\theta) \). For simplicity, we assume that observations on the \( i \)-th subject are replicated a sufficiently large number of times, so that the data \( y \) are assumed to be sample averages with negligible standard error. Under this assumption, it is reasonable to suggest that the averaged data from a particular subject may be explained by a differential equation with a certain parameter configuration. Further, we assume the data \( y \) are measured without error, which may not be realistic. We will consider the case of measurement error in future research. Interest then is in finding parameter values of this differential equation model in order to capture the between-subject variabilty in the averaged data. That is, it is assumed that the within-subject variability is negligible compared with the between-subject variability. Note that in actual experiments [2,3] it is unlikely that it is possible to replicate the experiment many times on an individual subject. For such cases, the objective is to capture both the within-subject and between-subject variability.

We assume that \( \theta^* \) denotes the (unobserved) parameter specific to the \( i \)-th subject. The parameter for the \( i \)-th subject is drawn from some probability distribution, i.e. \( \theta^* \sim g(\theta) \). Our objective is to estimate or learn the distribution \( g(\theta) \) based on the observed data, \( y = (y^1, \ldots, y^n) \) by finding a set of \( \theta \) values that produces model outputs \( x(\theta) \) close to \( y \) in some sense.

We assume there is an underlying population of subjects with a population density for \( y \) given by \( f(y) \) and that the data \( y \) are a random sample from the population with density \( f(y) \). We define the population distribution, \( h(x) \), of the model output \( x(\theta) \) when \( \theta \) is drawn from the distribution \( g(\theta) \), that is, \( h(x) \) is the density of \( x(\theta) \) when \( \theta \sim g(\theta) \):

\[
h(x) = \lim_{\delta \to 0} \frac{1}{\delta} \int_{|\theta-x, g(\theta)| < \delta} g(\theta) \, d\theta.
\]
Estimation of \( g(\theta) \) can be formulated in various ways, using ideas from the statistics literature. For example, an approach adopted from variational Bayes theory (e.g., Bishop [21, ch. 10]), where an intractable posterior distribution is approximated analytically, would involve finding \( g(\theta) \) to minimize the Kullback–Leibler divergence (KLD) between \( h(\cdot) \) and \( f(\cdot) \).

As \( x(\theta) \) is a function, we cannot store or observe all the information from it for each subject. In the case of cardiac electrophysiology models, the action potential has a characteristic shape, and so a general functional form is known. Thus, it is common practice in the POM literature to summarize the data for the \( i \)th subject to give \( S_i = S(y_i) \), where \( S(\cdot) \) is a function that maps the action potential onto a vector of finite dimension \( K \). Here, \( S^i = (S_1^i, \ldots, S_K^i) \). The full set of observed summary statistics for all \( n \) subjects is denoted \( S = (S^1, \ldots, S^n) \).

This dimension reduction of the full dataset leads to a loss of information and impacts on the estimation of \( g(\theta) \). The summary statistic function \( S(\cdot) \) should be chosen carefully, so that the summary statistic carries most of the information regarding \( \theta \) present in the data \( y \). The ABC literature suggests choosing \( S(\cdot) \) so that the summary statistics are sensitive to changes in \( \theta \). As is common practice in ABC, it might be necessary to run POM with different choices of \( S(\cdot) \). To emphasize that the output of POM depends on \( S(\cdot) \), we note that POM will produce an estimate of \( g_S(\theta) \) rather than \( g(\theta) \). In the case study highlighted later in this section, we propose two different functions for \( S(\cdot) \) and present the outcomes in §3.

In the POM literature, a method is devised to generate samples from \( g_S(\theta) \) based on the information contained in \( S \) without having to propose some parametric form for \( g_S(\theta) \), which might be a common approach in the random effects statistics literature. Instead of using a closeness measure based on a functional metric such as the KLD, a common approach in the POM literature is to use a data analytic approach by keeping all \( \theta \) values proposed that produce simulated summary statistics \( S^\theta = S(\theta) \) that satisfy a set of \( K \) constraints formulated from the observed data summary statistics \( S \). Implicitly, \( g_S(\theta) \) is defined uniformly over the set \( \{ \theta \in \Theta \cap \Gamma \cap \Omega \} \), where \( \Gamma \) denotes the parameter space that is searched. Here, \( \Gamma(\cdot) \) denotes the indicator function, \( S_\theta \) is the \( \eta \)th simulated summary statistic obtained from the model parameter \( \theta \) and \( A_\eta \) is a set of values of the \( \eta \)th summary statistic formulated from the observed summary statistics \( S_i = (S_1^i, \ldots, S_K^i) \) and defines a range for which the simulation is said to ‘match’ the \( \eta \)th summary statistic.

For example, Britton et al. [2] set \( A_1 = (\min(S_1^1, \ldots, S_1^n), \max(S_1^1, \ldots, S_1^n)) \). We note that the min/max range generally increases with the sample size \( n \), but it might be a reasonable choice when \( n \) is small. The repeated sampling probability coverage of this \( A_1 \), based on the range of the population distribution of \( S_1 \), is \((n-1)/(n+1)\) [22]. Small sample sizes are common in cardiac electrophysiology experiments as they are expensive and subject to many ethical constraints.

Here, we consider another way to form the constraints. Let \( \tilde{S}_i \) and \( \sigma_i \) denote the sample mean and standard deviation of the data for the \( i \)th summary statistic. Then, we set \( A_i = \tilde{S}_i \pm k\sigma_i \) for some chosen value of \( k \). Here, we set \( k = 2 \), indicating an approximate 95% confidence interval (CI) for the population mean of the \( i \)th summary statistic. The calibration of the value of \( k \) using the 95% CI does assume that each summary statistic is approximately normally distributed. Using an interval based on quantiles, such as the 95% central quantile interval of the data for \( A_i \), would better accommodate asymmetry in the data. We note that the CI and quantile interval approaches are less dependent on the sample size \( n \), in the sense that the constraints will converge in probability to fixed quantities as the sample size increases and are therefore more stable. Our methodology can be applied to any form of the constraints, and for simplicity, we consider the range and CI constraints.

2.2. A sequential Monte Carlo algorithm for population of models

We consider three sampling approaches for POM. The first simply randomly samples parameter values from the specified parameter space (we refer to this as the random (RND) method). The second is LHS (see [2] for an example in electrophysiology). See Appendix A of the electronic supplementary material for more details on our LHS approach. Below, we describe our novel method, based on SMC.

Here, we formulate the problem of finding parameter values that satisfy a set of \( K \) constraints into one of sampling from a probability distribution. The ‘target’ distribution, \( p_T(\theta) \), is given by the following expression:

\[
 p_T(\theta) \propto p(\theta) \prod_{i=1}^K \mathbb{I}(S_i^\theta \in A_i). \tag{2.1}
\]

The range of the probability distribution \( p(\theta) \) defines the original parameter space to search. A natural choice for \( p(\theta) \) is a uniform distribution over the specified range of the parameters. In Bayesian statistics, \( p(\theta) \) is termed the prior distribution, and it is possible to incorporate information from previous experiments and expert opinion into this distribution. Note that the construction in (2.1) does not assume that the summary statistics are independent. For a particular \( \theta \) to have non-zero probability mass, it must generate statistics \( S^\theta \) that satisfy the constraints jointly.

The target distribution in (2.1) appears as a target distribution commonly encountered in ABC. ABC involves searching the parameter space of a stochastic model with a computationally intractable likelihood function until a certain set of parameter values are found that lead to simulated summary statistics that are close to the observed summary statistics. In ABC, the constraint might be defined as \( \mathbb{I}(g(S^\theta, y_i) \leq \epsilon_i) \), where \( S^\theta(y) \) is the \( \eta \)th summary statistic of the observed data and \( g(S^\theta, y) \) is some user-specified discrepancy function that measures the similarity between \( S^\theta \) and \( S_i(y) \). In the context of ABC, interest is in bringing \( \epsilon_i \) close to 0 as possible. The motivation of our work is different, because we pre-specify some interval of allowable summary statistic values \( A_\eta \) in order to find sets of parameters that can explain the between-subject variability of the observed data. However, we may harness the methodological developments in SMC ABC to build an efficient computational algorithm to generate samples from (2.1).

SMC methods have been developed for generating samples from a sequence of smoothly evolving probability distributions \( p(k)(\theta), p_1(\theta), \ldots, p_t(\theta) \), where \( p_t(\theta) \) is easy to sample and \( p_1(\theta) \) is the target distribution (assumed to be difficult to sample). It does this by traversing a set of \( N \) weighted samples (or ‘particles’) through the sequence of distributions by iteratively applying a set of importance sampling, re-sampling and perturbation steps. Importance sampling is used to move particles between distributions, the re-sampling step is used to maintain a reasonable effective sample size (ESS, the number of perfect samples that the weighted sample is worth) and the perturbation step ensures that a diverse set of particles represents each distribution. After the \( k \)th iteration of SMC, a set of properly weighted samples \( \{\theta_i, W_i^t\}_{i=1}^N \) are obtained from the distribution \( p_t(\theta) \), where \( \theta_i \) and \( W_i^t \) are the \( i \)th sample and weight from target \( t \) respectively (see [23,24]). Note that SMC can provide a better exploration of the total parameter space than MCMC, and in SMC, it is possible to perform expensive computations associated with each particle in parallel.

In the context of the target distribution in (2.1), a natural choice for the sequence of target distributions required for SMC is to introduce the constraints one at a time

\[
 p_t(\theta) \propto p(\theta) \prod_{i=1}^K \mathbb{I}(S_i^\theta \in A_i), \quad \text{for } t = 1, \ldots, K.
\]
However, if a particular constraint results in a significant reduction in the plausible parameter space, then SMC may not be very robust. For example, there may be no particles satisfying the next constraint, and the method breaks down completely. Therefore, we allow the (novel) possibility of intermediate distributions between distributions $t$ and $t + 1$

$$
    p_i^t(\theta) = p_i^t(\theta) \prod_{j=1}^{K_t} \frac{1}{\tilde{A}_j} \left( \frac{S_{j,t}^0}{||S_{j,t}^0 \in A_j^t||} \right),
$$

for $j = 1, \ldots, K_t$,

where $A_j^t \supset A_j^{t+1} \supset \cdots \supset A_j^{K_t} = A_{j,t}$. Here, $p_i^{K_t}(\theta) = p_i^t(\theta)$. In this sequence of targets, we do not enforce the algorithm to satisfy the $(t+1)$th constraint straightaway, but allow it to move smoothly between distributions $t$ and $t + 1$. We are able to determine the sets $A_j^{t+1}$ adaptively in the algorithm (see below). If a particular constraint does not reduce the plausible parameter space substantially, then it is likely that these intermediate distributions are not required. Our SMC algorithm is able to determine when the intermediate distributions are necessary. To illustrate, consider the specific example where $A_j$ is the interval $\{s_j \pm \kappa_s\}$. The set of values in $A_j$ is controlled by the value of $\kappa$. In this case, $A_j^t \supset A_j^{t+1} \supset \cdots \supset A_j^{K_t} = A_{j,t}$ becomes $k^t > k^{t+1} > \cdots > k^{K_t} = k$. Alternatively, if the range of the sample is used, then $A_j = (S_{j,t}^{\min}, S_{j,t}^{\max})$. Here, we set $A_j^{K_t} = (S_{j,t}^{\min} - k, S_{j,t}^{\max} + k)$ and we have that $k^t > k^{t+1} > \cdots > k^{K_t} = 0$. The specific values of $k^t$ are selected so that there is a certain number of particles (here $N/2$) that satisfy the current set of constraints (that includes the constraint involving $k^t$). When setting $k^t = k$ (CI constraints) or $k^t = 0$ (range constraints) results in at least $N/2$ particles satisfying the current set of constraints, then we do not reduce $k^t$ further. Our method ensures that the SMC does not suffer from particle degeneracy.

Note that Golchi & Campbell [25] consider SMC algorithms for sampling from constrained distributions. Our developments are specific to the POM application and include the novel aspect of introducing a sequence of distributions between adjacent distributions to improve the robustness.

The algorithm we propose here has similarities with the SMC ABC algorithm of Drovandi & Pettitt [18]. Denote the particle set at target $t$ as $\{\theta_i^t, W_i^t\}_{i=1}^N$. First, the particles are re-weighted to reflect the next target $t + 1$. In our application, this involves removing the particles that do not satisfy the next constraint. If more than $N/2$ particles do not satisfy the next constraint, then the intermediate sequence in (2.2) is used where the $A_{j,t}$ (here the values of $k$ for our choice of $A_j$) are adaptively chosen, so that there are at least $N/2$ particles that satisfy the constraint. It is important to note that we never have $A_j^{t+1} \subset A_j^{t} \subset A_j^{K_t}$ (i.e. $k^{t+1} < k^t$) for any value of $j$. The ESS can be boosted by $N$ by resampling from the remaining particles. Then, to help remove particle duplication, an MCMC kernel [23] with proposal density $q$ is applied to the re-sampled particles. Owing to the way that the sequence of targets is formed via indicator functions, the ESS after each iteration of the SMC will always be $N$. Furthermore, the algorithm is of complexity $O(N)$. However, the MCMC kernel does not guarantee that each particle will be moved, resulting in inevitable particle duplication. This issue can be mitigated by repeating the MCMC kernel several times on each particle. However, this decreases the efficiency as various particles will attempt to be moved even after they have satisfied the next set of constraints. On the other hand, it is possible to reject proposed parameter values by the MCMC kernel early if it does not satisfy the initial part (i.e. without the imposed constraints) of the Metropolis–Hastings ratio. Our SMC algorithm that uses an MCMC kernel for particle diversity is shown in algorithm 1 of appendix B of the electronic supplementary material.

For the case study described later, we assume that the model parameters are independent and uniformly distributed a priori between the specified lower (lb) and upper (ub) bounds, so our SMC algorithm samples over a re-parametrized space where each parameter is transformed on $[\theta - lb, ub - \theta]$, where $\theta$ is the model parameter and $\phi$ is the re-parametrized version. SMC can then search an unrestricted space while still enforcing that $\theta$ remains within its bounds. If $\theta$ is assumed uniform on (lb,ub), then the implied prior density on $\phi$ is

$$
    p(\phi) = \frac{\exp(\phi)}{1 + \exp(\phi)}, \quad -\infty < \phi < \infty
$$

that is, the logistic density.

For $q$ in the MCMC move step in SMC, we fit a three component normal mixture model to the re-sampled particle set and draw proposals independently from the mixture model. Note that other choices are possible for $q$. For example, a multivariate normal random walk centred on the current particle may be used with a covariance matrix estimated from the resampled particles. We find that using the independent mixture model for $q$ works well for this application, but the multivariate normal random walk also works well (although slightly less efficient in general). We use $N = 500$ for the SMC algorithm and $R = 3$ when there is only one parameter of interest and $R = 5$ when there are two to four components in the parameter vector.

There are a number of tuning parameters in the SMC algorithm. First, we select the smallest fraction of particles to keep at each iteration as $N/2$, which is a common choice in the SMC literature. However, any fraction may be selected here. The smaller the fraction is, the less intermediate distributions will be required, leading to potentially fewer model simulations. However, there will be fewer particles to estimate the hyperparameter of the importance distribution $q$, which here consists of the normal mixture means, covariance matrices and weights. Further, there will be more particle duplication after the resampling step. Here, we fix the number of MCMC repeats, $R$, which works for our application. Drovandi & Pettitt [18] provide an approach to adapt the value of $R$ based on the overall MCMC acceptance rate of the previous perturbation step. Elsewhere, we are investigating adapting the value of $R$ at each perturbation step.

### 2.3. Case study: Beeler–Reuter model

The BR cell model [20] is a system of ordinary differential equations (ODEs) describing the excitation of ventricular myocordial fibres. This ODE system models the temporal evolution of the transmembrane potential of a single ventricular cell via the dynamics of certain ion channels present in the cell membrane in response to the application of a sufficiently strong electrical stimulus such that once the stimulus is removed, the action potential does not immediately return to rest but rather undergoes a large excursion, before eventually reaching the resting state. While this model has been superseded by much more complex cardiac electrophysiological models [26,27], it still produces a realistic action potential and is ideal for our study in this paper.

We assume there is between-subject variability in the amplitude of the ionic currents and generate the POMs of this study by varying four model parameters ($g_{na}, g_{ka}, g_{na},$ and $g_{ka}$) corresponding to the maximal current densities of the four ionic currents. A complete description of the model equations, the initial conditions, the stimulation protocol and implementation details are given in appendix C of the electronic supplementary material.
Varying $g_{\text{bar}}, g_{\text{ik}}, g_{\text{in}}, g_{\text{as}}$ has a direct influence on the shape of the action potential (AP). In order to characterize the data produced by a particular combination of these parameters, we compute a set of four biomarkers (figure 1) representing quantities of physiological interest from the AP profile generated by the model. Specifically, we consider the AP peak, the peak of the dome, the maximum upstroke velocity (defined as the maximum $v'(t)$ during the initial rapid depolarization of the cell membrane) and the action potential duration ($\text{APD}_{90}$). The APD$_{90}$ is defined as the difference between the repolarization and depolarization times. The depolarization time is measured as the time when the voltage reaches 10% of its full depolarization. The repolarization time is measured as the time when the voltage repolarizes to the same value, that is, the transmembrane potential reaches 90% of repolarization to its resting value. Linear interpolation is used to obtain better resolved time values.

As the exclusive use of these biomarkers may lead to a poor characterization of the AP profile, we additionally use a set of specific time points and their corresponding solution values to obtain a more informative characterization of the solution—see appendix C of the electronic supplementary material. One of our aims will be to see whether this additional information will help in the identification of the parameter distribution $g(\theta)$.

3. Results
For all results, we consider the approximate 95% CIs of the summary statistics to form the matching constraints unless otherwise specified.

3.1. Data
We simulate 10 trajectories from the model and assume they are 10 observations from different subjects in a population. We simulate the model by varying the four parameters $\theta = (g_{\text{bar}}, g_{\text{ik}}, g_{\text{in}}, g_{\text{as}})$ by $\pm 10\%$ around the vector of originally published values $\theta_f = (4, 0.35, 0.8, 0.09)$. We note the variability of the action potentials produced by this range of parameter values is typically less than what might be observed in experiments [2,3]. However, these simulated data are sufficient to allow us to perform a comparison of different methods for POM. To investigate how the POM methods perform with an increase in the dimension of the parameter vector, we consider four datasets where $\theta = (g_{\text{bar}}, g_{\text{ik}}, g_{\text{in}}, g_{\text{as}})$ and $\theta = (g_{\text{bar}}, g_{\text{ik}}, g_{\text{in}}, g_{\text{as}})$, where the datasets are generated by varying the relevant parameters and fixing the others at the values specified in $\theta_f$. The resulting trajectories can be seen in grey in figure 2. We refer to these as parameter sets 1–4, respectively. For illustrative purposes, we set the original parameter space to search as $\pm 50\%$ of the values in $\theta_f$, fixing parameters as necessary depending on the parameter set. In practice, this ‘prior’ range may be informed by experts.

To test the methods’ ability to handle an increasing number of constraints, we consider two sets of summary statistics. The first set consists of the four biomarkers presented in §2.3. The second option is to consider a set of summary statistics that includes the four biomarkers and the solution value corresponding to 28 selected time points for a total of 32 constraints. We refer to the first and second set of summaries as biomarker and biomarker/time statistics, respectively. The data are summarized in appendix D of the electronic supplementary material.

3.2. Performance comparison
The number of simulations required for SMC to generate $N = 500$ matches for the four different parameter sets is shown in table 1. Table 1 also shows the number of unique values out of 500 in the SMC particle sets. It can be seen that there is a steady increase in the number of simulations required as the number of parameters is increased. Further, more simulations are required for the biomarker/time statistics as the AP time statistics bring more information and a reduction in the parameter space consistent with the data.

From tables 2–4, we can see that in terms of estimated efficiency, RND outperforms LHS over a one-dimensional parameter space. When the dimension of the parameter space is increased, the two methods become comparable in efficiency. It is evident that both the LHS and RND approaches do not scale to an increase in the parameter and summary statistic dimension compared with the SMC approach. For parameter set 4 and the biomarker/time statistics, the SMC approach has 6% efficiency, whereas it is only 1% for the other approaches. We also run the methods when the min/max range of the data are used to form the constraints instead of the approximate 95% CIs. We consider parameter set 4 and the biomarker/time statistics. We find that a smaller subset of the parameter space is consistent with these constraints, implying a more difficult sampling problem. This is likely due to the fact that we investigate only a small sample that produces a relatively narrow range. Here, $n = 10$, so that the range has expected coverage of size $(n - 1)/(n + 1)$ or $9/11$ of the population distribution of the corresponding statistic. Larger values of $n$ would produce larger coverage probabilities. For a single run, the SMC approach needs $9700$ simulations when $N = 500$. In contrast, with $50000$ simulations, LHS produces $129$ matches. Thus, SMC produces an efficiency of roughly 5% versus 0.3% for LHS.

We also consider other datasets with larger variability ($(-10\%, +20\%), (-10\%, +40\%), (-20\%, +10\%), (-20\%, +20\%), (\text{-}30\%, +30\%), (-40\%, +10\%), (-40\%, +40\%)$ around $\theta_f$ and find that the efficiency gain of SMC is lost.
In appendix E of the electronic supplementary material, we provide details of a more complex model with 12 parameters and a dataset with more realistic variability. The benefits of SMC become re-apparent. For the biomarker statistics, we obtain a 4.4% efficiency for SMC over 0.7% for LHS and for the biomarker/time statistics an efficiency of 3.7% for SMC over 0.01% for LHS. We expect the relative efficiency gain of SMC to increase as the relative volume of parameter space

Table 1. Number of simulations required and number of unique values produced when running the SMC algorithm with $N = 500$. Shown are the mean values (and standard deviations in parentheses) from 10 independent runs and the estimated efficiency of the algorithm (mean number of simulations divided by $N$).

<table>
<thead>
<tr>
<th>dim(($)</th>
<th>biomarker</th>
<th>biomarker/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[1792 (39)]</td>
<td>[2023 (98)]</td>
</tr>
<tr>
<td>2</td>
<td>[4531 (175)]</td>
<td>[5513 (116)]</td>
</tr>
<tr>
<td>3</td>
<td>[5131 (238)]</td>
<td>[6796 (118)]</td>
</tr>
<tr>
<td>4</td>
<td>[5587 (114)]</td>
<td>[8330 (157)]</td>
</tr>
</tbody>
</table>

Figure 2. Simulations from the BR model based on the SMC POM. The left-hand and right-hand columns are based on the biomarker statistics and biomarker/time statistics, respectively. From top to bottom shows results for parameter sets 1 – 4, respectively. The observed data are shown as grey trajectories, whereas the simulated trajectories from the POMs are shown in black.
the four biomarkers are not capturing the majority of the information available in the observed trajectories (grey), because the between-subject variability of the simulated trajectories from the POM is substantially larger than that of the observed trajectories especially around the trough before the AP dome. Further, many parameter values are kept that lead to solution profiles that are well above the data between times 200–300 ms. The right column demonstrates that the set of parameter values kept when including additional constraints at various time points lead to solution profiles that follow the general shape of the observed trajectories well, but also capture the between-subject variability of the observed profiles.

Figure 3 shows the distributions of parameter values kept from SMC for the two sets of summary statistics for parameter set 1, and the distributions and bivariate scatter plots for parameter sets 2 and 3. The histograms and bivariate scatter plots for parameter set 4 are shown in figure 4. In general, there is a reduction in the parameter space consistent with the data when the time summary statistics are included, indicating that the four biomarkers do not carry all the information available in the data.

The histograms in figures 3 and 4 show the ability of SMC to recover parameter ranges for the four parameter sets with appendix F of the electronic supplementary material showing the results for a single parameter. It is evident that when only one parameter is allowed to vary, the parameter values kept are constrained reasonably within the values used to generate the data.

From figures 3 and 4, we find that the first parameter, $g_{\text{lin}}$, is constrained to a similar range used to generate the data, regardless of how many parameters are varied and the choice of the summary statistics. It appears that the biomarkers may be sufficiently informative about $g_{\text{lin}}$.

The results for the second parameter $g_a$, can be seen in the second row of each correlation plot in figures 3a,b and 4a,b. When only two parameters are varying (second plot in columns of figure 3a,b), the biomarkers are able to constrain the parameters well. However, when three or four parameters are varying (bottom row of plots in figure 3a,b and both plots in figure 4), the biomarker/time statistics are necessary to constrain the parameters to a range similar to that used to simulate the data.

The relevant rows of figures 3 and 4 demonstrate that in general there is a lack of information in the data to constrain the parameters $g_a$, and $g_b$ close to the ranges used to simulate the data. This phenomenon is often referred to as a lack of identifiability in the statistics literature. Here, we note that using the biomarker/time statistics provides improvements over just the biomarker statistics. One possible reason for the identifiability problem is that we observe only one out of the eight variables of the ODE model and observing more variables should improve identifiability. Another reason is that we expect complex relationships between parameters and the biomarker/time statistics which would, if known and exploited, provide improvements. Figures 3 and 4 show correlation plots and values for the parameters. For some combinations, plots suggest strong linear relations between parameters with correlation coefficients in excess of 0.8. In more complex situations, when the number of parameters exceeds four, it would be expected that a dimension reduction technique, such as principal components analysis or partial least-squares, could be applied to the parameter space to simplify and increase the robustness of the POM analysis.

### 3.3. Parameter range recovery

Owing to the increased efficiency of the SMC approach, we discuss the results obtained from the SMC algorithm in terms of the information content of the summary statistics in order to recover the parameter ranges used to generate the data. Note that if LHS and RND are run for long enough we find that the results they produce are similar to the output of SMC.

Figure 2 shows simulated trajectories (black) from parameter values kept from the SMC algorithm for both sets of summary statistics. It is evident from the left column that satisfying the constraints of the data decreases, which naturally occurs as the number of parameters increase and the variability in the data decreases.

### Table 2. Mean number of matches over 10 runs (with standard deviation shown in parentheses) using RND, along with the estimated efficiency.

<table>
<thead>
<tr>
<th>biomarker</th>
<th>biomarker/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim(n)</td>
<td>mean matches (s.d.)</td>
</tr>
<tr>
<td>1</td>
<td>1322 (26)</td>
</tr>
<tr>
<td>2</td>
<td>333 (20)</td>
</tr>
<tr>
<td>3</td>
<td>222 (13)</td>
</tr>
<tr>
<td>4</td>
<td>145 (10)</td>
</tr>
</tbody>
</table>

### Table 3. Mean number of matches over 10 runs of LHS (with standard deviation shown in parentheses) using a total of 10 000 simulations, along with the estimated efficiency of the algorithm.

<table>
<thead>
<tr>
<th>biomarker</th>
<th>biomarker/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim(n)</td>
<td>mean matches (s.d.)</td>
</tr>
<tr>
<td>1</td>
<td>1154 (4)</td>
</tr>
<tr>
<td>2</td>
<td>301 (14)</td>
</tr>
<tr>
<td>3</td>
<td>176 (13)</td>
</tr>
<tr>
<td>4</td>
<td>215 (15)</td>
</tr>
</tbody>
</table>

### Table 4. Mean number of matches over 10 runs of LHS (with standard deviation shown in parentheses) using a total of 5000 simulations, along with the estimated efficiency of the algorithm.

<table>
<thead>
<tr>
<th>biomarker</th>
<th>biomarker/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim(n)</td>
<td>mean matches (s.d.)</td>
</tr>
<tr>
<td>1</td>
<td>2306 (7)</td>
</tr>
<tr>
<td>2</td>
<td>392 (23)</td>
</tr>
<tr>
<td>3</td>
<td>352 (11)</td>
</tr>
<tr>
<td>4</td>
<td>421 (19)</td>
</tr>
</tbody>
</table>
3.4. Out of sample predictions

POMs are often used to obtain out of sample predictions, that is, to test particular scenarios and observe how the variability of the calibrated population is affected under these particular circumstances. One example of interest in pharmacology is the case of conduction block of selected transmembrane ionic currents owing to drug action.

We assume that the injection of a suitable blocker significantly reduces the amplitude of one of the four ionic currents of the model (namely $I_k$) and observe the effects of this hypothesis on three populations of 200 models each, generated with the LHS, the SMC, and the RND methods, respectively. For all strategies, we start by selecting 200 values of $\theta$ generating matches with the considered experimental data when the min/max range is considered to constrain the biomarker/time statistics. In the first column of figure 5, we plot the solution trajectories corresponding to these three POMs (grey), and the 10 solution trajectories corresponding to our original dataset (black).

Under the drug block assumption, we then reduce by 75% the value of $g_{Ik}$ in all the $\theta$ of our three POMs, obtaining three modified sets $\theta_{mod}$ of 200 parameters each. The solution trajectories corresponding to the new sets of parameters are shown in the right-hand column of figure 5 (grey). Once again, in each plot, we include 10 trajectories (black) corresponding to a reduction of 75% in the value of $g_{Ik}$ in the parameters corresponding to the original dataset.

The 75% reduction in $g_{Ik}$ has some evident consequences on the solution profile: the resting membrane potential increases, the dome peak is much higher and the AP becomes significantly elongated, hence resulting in a larger APD$_{90}$. However, a comparison of the three rows of figure 5 shows...
very minor differences in the results produced by the three POMs suggesting that the variability captured by the three strategies is essentially the same. The similarity of the results is further validated by looking at the effect of the drug block on the APD90 distribution produced by the three POMs as shown by figure 6a, and by considering the spread of the clouds of particles corresponding to the validated POM parameters (figure 6b).

When comparing our POMs before and after drug block, we observe a very interesting result. Although the constraints imposed on the summary statistics confine the solution trajectories of all three calibrated POMs, once drug block is applied a large proportion of the resulting solutions no longer falls within the limits given by the trajectories corresponding to the original dataset. The wider variety of AP shapes found in the drug block case is likely owing to all those parameters in the calibrated POMs that did not originally belong to the hypercube given by the min/max ranges of the data summary statistics. This does not have to be seen as a limitation of the POM approach. In fact,
POMs are often used in electrophysiology to investigate whether abnormalities hide among experimental data and whether the application of a certain perturbation to the system (such as the injection of a drug) would lead to undesired electrophysiological effects such as delayed after-depolarizations. This does not happen in the presented case, and all solutions remain reasonably smooth after the application of the drug. However, if more variability was observed in the experimental data and larger min/max ranges were used in the calibration of the POM, then different outcomes would be possible and abnormalities could easily arise. On the other hand, we believe that if data under the drug block assumption were available, then additional information obtained from these new trajectories could be used to further constrain the parameters of interest, thus improving our ability to recover the population distribution $g(\theta)$.

In appendix G of the electronic supplementary material, we show the results of the drug block test when calibrating the three POMs using the 95% CI constraints for the 32 biomarker/time statistics. This condition results in looser constraints than the ones given by the min/max range. Consequently, we find that the clouds of particles corresponding to the validated parameters are more spread out and cover a larger region of the parameter space (electronic supplementary material, figure S5b). Although more visible differences in the AP profiles (electronic supplementary material, figure S4) and in the APD$_{90}$ distributions between the three POM strategies can be seen (electronic supplementary material, figure S5a), the overall behaviour before and after drug block remains unchanged.

4. Discussion
The three strategies considered for this study essentially differ in the way the search of the multidimensional parameter space is made when matches with the experimental data are sought. The results shown in the conduction block test revealed that all three strategies produced very similar POMs and captured a very similar degree of variability in AP responses both before and after drug block. However, this might not be the case when the experimental data are characterized by a larger degree of variability or when a parameter space of higher dimensionality is explored by each sampling strategy. Furthermore, the considerations made on the tightness of the validation criteria used to produce the calibrated POM highlight the need of a thorough investigation into the nature of the POM produced by different algorithms and into the capability of a given population to capture the variability of experimental data before a particular sampling strategy could be chosen over the many possible alternatives available in the literature.

We find that the SMC algorithm proposed in this paper is quite efficient in terms of the number of model simulations required when there is a moderate number of
parameters and constraints, as for the BR model. The major disadvantage of the SMC approach adopted here is that it results in duplicated particles and also the MCMC step must be run for a fixed number of $R$ iterations, even if a proposal has been accepted prior to the $R$th iteration. The latter leads to some inefficiencies of the SMC approach. An alternative method to overcome both of these issues may be to use the Liu–West kernel [28] instead of an MCMC kernel.

It is possible that the ordering of the constraints may have an effect on the efficiency of SMC. In some applications, there may be a natural ordering of the constraints, as in time-series data. Using only the AP times as summary statistics is an example of this. In this case, it might be possible to save all information from the simulation run to the current time point and simulating forward to the next constraint without re-starting the simulation. However, in general, there is currently no method for determining the optimal ordering of constraints.

We selected the AP times based on a visual inspection of the data profiles in an attempt to include most of the information. We have not yet considered a more principled method for selecting these. We note, however, that our SMC method is robust to the inclusion of unnecessary constraints; if a constraint brings little additional information about the parameters, then very few (or even 0) of the particles will have zero weight and need to be replenished, resulting in little extra model simulations.

We will also consider emulating cardiac electrophysiological models using Gaussian processes [29] as well as using ideas from Sarkar & Sobie [30], who use a partial least-squares linear model as an emulator. We also plan to further compare the performance and the variability accounted for by POMs generated with the LHS and the SMC algorithms for more complex cardiac atrial electrophysiology models (see appendix E of the electronic supplementary material for the initial investigation on the Courtemanche–Ramirez–Nattel model).
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Figure 6. APD90 distribution and scatter plot of parameter values for the three POMs considered in the study. (a) APD90 distribution for the three POMs considered, before (blue) and after (red) drug block. In each plot, we superimpose a kernel density estimate to the normalized histograms of the APD90 obtained from the solutions trajectories corresponding to the set of parameters $\theta$ and the set of modified parameters $\theta_{\text{mod}}$. (b) Scatter plots and corresponding kernel density estimates for the location of the four components ($g_{\text{Na}}, g_{\text{K}}, g_{\text{L}}, g_{\text{L}}$) of the 200 parameters $\theta_{\text{mod}}$ obtained with the three POM strategies.
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