Dissecting the self-assembly kinetics of multimeric pore-forming toxins
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Pore-forming toxins are ubiquitous cytotoxins that are exploited by both bacteria and the immune response of eukaryotes. These toxins kill cells by assembling large multimeric pores on the cell membrane. However, a quantitative understanding of the mechanism and kinetics of this self-assembly process is lacking. We propose an analytically solvable kinetic model for stepwise, reversible oligomerization. In biologically relevant limits, we obtain simple algebraic expressions for the rate of pore formation, as well as for the concentration of pores as a function of time. Quantitative agreement is obtained between our model and time-resolved kinetic experiments of Bacillus thuringiensis Cry1Ac (tetrameric pore), aerolysin, Staphylococcus aureus α-haemolysin (heptameric pores) and Escherichia coli cytolsin A (dodecameric pore). Furthermore, our model explains how rapid self-assembly can take place with low concentrations of oligomeric intermediates, as observed in recent single-molecule fluorescence experiments of α-haemolysin self-assembly. We propose that suppressing the concentration of oligomeric intermediates may be the key to reliable, error-free, self-assembly of pores.

1. Introduction

Pore-forming toxins (PFTs) are potent cytotoxic proteins that kill cells by creating pores on the cell membrane of targeted cells. These proteins are an integral part of eukaryotic immune response, whereby infected cells and bacteria can be attacked via pore generation [1–3]. Conversely, PFTs are commonly deployed by bacteria such as Streptococcus pneumoniae, group A and B streptococci, Staphylococcus aureus, Escherichia coli and Mycobacterium tuberculosis to attack host cells [4]. In fact, PFTs are a common attribute in antibiotic-resistant bacteria strains [5,6]. The absence of PFTs generally causes pathogenic bacteria to be less virulent or completely avirulent. Therefore, understanding PFTs is important for developing antimicrobial therapeutics. Interest in PFTs has also arisen from nanotechnological applications such as biosensing and single-molecule DNA sequencing [7].

Despite the profound biological and nanotechnological impacts of PFTs, the mechanism by which these multimeric membrane proteins self-assemble to form pores is not well understood. A wide variety of experimental techniques, including cell lysis [8–11], gel electrophoresis [12,13] and kinetic modelling [11], support a generic mechanism for β-barrel forming pores (figure 1). Monomers are first adsorbed from solution to the cell membrane and diffuse on the lipid bilayer. Subsequently, the monomers on the bilayer undergo oligomerization to form oligomeric intermediaries or pre-pores, followed by pore insertion into the membrane. The first step of monomer adsorption, and the last step of pore insertion with the associated structural rearrangements have received the most attention so far, with few quantitative studies focusing on the kinetics of oligomerization.

Our recent single-molecule fluorescence imaging experiments revealed that the assembly of staphylococcal PFT α-haemolysin is extremely rapid [14]—less than 5 ms is needed to go from monomers to a complete heptamer, with no lower order oligomeric intermediates detected. This rapid assembly is consistent with results from biochemical cross-linking experiments [15]. However, rapid self-assembly with no detectable intermediates poses a
fundamental kinetic conundrum—rapid oligomerization without accumulation of intermediates seems to be at odds with mass-action kinetics. Dissecting the kinetics of this step may pave the way to designing agents that can disrupt or stall the action of PFTs.

In this paper, we will develop an analytically solvable kinetic model for stepwise, reversible, oligomerization. Applying mathematical techniques from perturbation theory that exploit features of the kinetic behaviour, we obtain simple expressions for the rate of pore formation, as well as the concentration of pores as a function of time. The results of this model will suggest a simple method that captures the key kinetic behaviour of a pore-forming system while bypassing the need for the complex numerical simulations that are used to model many processes (e.g. [11]). These algebraic expressions reveal that rapid self-assembly, as observed by single-molecule experiments, requires an intricate balance between the rate of polymerization and dissociation. We show that our theory is also able to reproduce time-resolved kinetic experiments for the self-assembly of Bacillus thuringiensis Cry1Ac (tetrameric pore), aerolysin, S. aureus α-haemolysin (heptameric pores) and E. coli cytolyisin A (dodecameric pore). Furthermore, we suggest that suppressing the intermediate concentration could contribute to an important biological requirement of error minimization in the self-assembly of pores.

2. Kinetic model

We consider the kinetics of oligomerization where the formation of complexes takes place via stepwise association. The reaction mechanism is given by

\[ S_1 + S_n \xrightleftharpoons{k_n}{k_n} S_{n+1}, \quad 1 \leq n \leq N-2, \]

where \( S_n \) is an aggregate composed of \( n \) monomers, \( k_n \) and \( k_n \) denotes the reaction rate of the \( n \)th oligomerization reaction and the rate of the reverse reaction. We assume that a stable complex composed of \( N \) monomers is irreversibly formed in the final stage of the process at a different rate:

\[ S_1 + S_{N-1} \xrightarrow{k} S_N. \]

Note that the oligomerization reactions take place on the cell membrane, and we ignore the much faster step of monomer adsorption from the bulk. In some situations, for example, the formation of equinatoxin II, experiments suggest the route to stable complex formation occurs via the aggregation of monomers to stable dimers, which in turn aggregate to form tetramers and hexamers [16]. However, while such aggregation routes may also be followed, in many cases of interest the oligomers appear in much lower concentrations than the monomer and so catering for these reactions is expected to have little effect on the system behaviour (see [17] for more details).

The reaction system can be further simplified if we assume that all forward and backward rates are equal, so that \( k_1 = k_1 = \text{constant} \) and \( k_2 = k_2 = \text{constant} \) (though not necessarily the same as \( k_3 \)). This amounts to assuming that the binding energies of the monomer to successive oligomer intermediates are all equal to each other, and the dissociation energy of an oligomer as it releases a monomer are the same as each other. The various assumptions introduced here will be verified later by comparison to experiments. The resulting reaction system is

\[ S_1 \xrightarrow{k_1} S_2 \xrightarrow{k_2} S_3 \xrightarrow{k_3} \ldots \xrightarrow{k_{N-1}} S_{N-1} \xrightarrow{k_{N}} S_N, \]

where the evolution of the concentrations of \( S_n \) on the cell surface, \( c_n, 1 \leq n \leq N \), is given by the law of mass action

\[ \frac{dc_1}{dt} = -k_1 c_1 - k_0 c_1 c_N + k \sum_{n=2}^{N-1} c_n, \]

\[ \frac{dc_n}{dt} = k_1 c_1 c_{n-1} - (k_1^+ + k_1^-) c_n + k_0 c_{n+1}, \]

\[ 2 \leq n < N-1, \]

\[ \frac{dc_{N-1}}{dt} = k_1 c_1 c_{N-2} - (k_1 c_1 + k^-) c_{N-1}, \]

and

\[ \frac{dc_N}{dt} = k_0 c_1 c_{N-1}. \]

Figure 1. Schematic diagrams illustrating monomer addition as a proposed pathway to pore formation. (Online version in colour.)
3. Mechanism of rapid pore formation

Single-molecule experiments reveal that oligomerization is rapid but the concentrations of intermediates are low [14]. Intuitively, the rate of oligomerization is controlled by the abundance of the intermediates as each successive step in mechanism (2.3) is bimolecular. To elucidate the pertinent dynamics, we consider the quasi-steady-state behaviour of (2.4)–(2.7).

In the early-time regime, which is the focus of [14], there is a ready supply of monomers. As a result, the formation of complexes will only cause a slight change to the monomer concentration, $c_i$, and we can consider the monomer concentration to be a constant. To elucidate the pertinent dynamics, we non-dimensionalize the system via

$$c_n = c_i \tilde{c}_n \quad \text{and} \quad t = \frac{1}{k} \tilde{t},$$

whence the governing equations (2.4)–(2.7), become

$$\frac{dc_n}{dt} = Kn c_{n-1} - (K + 1) c_n + \tilde{c}_n, \quad 2 \leq n \leq N - 1, \quad (3.2)$$

$$\frac{dc_{N-1}}{dt} = Kc_{N-2} - (K + 1) \tilde{c}_{N-1} \quad (3.3)$$

and

$$\frac{dc_N}{dt} = K_0 \tilde{c}_N \quad (3.4)$$

Here we have identified the key dimensionless parameters

$$K = \frac{k^+ c_1}{k} \quad \text{and} \quad K_0 = \frac{k^+ c_1}{k},$$

which provide measures of the forward and final-complex-forming reaction rates, respectively.

In quasi-steady state, the concentration of intermediates, $\tilde{c}_n, \ 2 \leq n \leq N - 1$, are constant, while stable complexes $S_N$ of concentration $\tilde{c}_N$ are formed at a rate $J_o = K_0 \tilde{c}_N$, the time-dependent evolution of the system is considered in the next section. In this quasi-steady-state limit we can set the time derivatives in (3.2)–(3.3) to zero to obtain

$$\tilde{c}_n = K^{n-1}, \quad 2 \leq n \leq N - 1. \quad (3.6)$$

The stable complex $S_N$ is therefore produced at a rate

$$J_o = \frac{K_0 K^{N-2}}{1 + K_0 \sum_{i=0}^{N-3} K_i}, \quad (3.7)$$

or, in dimensional units,

$$J_o = k_0 c_1 \tilde{c}_N = k_0 c^2 \tilde{c}_N \quad (3.8)$$

$$= k_0 c^2 \left( \frac{K^{N-2}}{1 + K_0 \sum_{i=0}^{N-3} K_i} \right) \text{ (mol $\mu$m$^{-2}$ s$^{-1}$).}$$

(We note that oligomerization occurs on the cell-membrane surface, hence the rate is in terms of surface density per unit time rather than bulk concentrations.) Thus, the average time needed for monomers to self-assemble into pores is given by

$$T = \frac{c_1}{J_o} = \left( k^{-1} \right)^{-1} \frac{1 + K_0 \sum_{i=0}^{N-3} K_i}{K_0 K^{N-2}} \quad (s). \quad (3.9)$$

Equations (3.6) and (3.9) hold the key to resolving the aforementioned kinetic conundrum: equation (3.6) shows that the concentration of intermediates is minimal when $K \ll 1$, i.e. when the reaction equilibrium is biased towards dissociation of intermediates into monomers. In fact, in the limit $K \ll 1$ and $K_0 \gg 1$,

$$\tilde{c}_n \sim K^{n-1}, \quad 2 \leq n \leq N - 2 \quad (3.10)$$

and

$$\tilde{c}_N \sim \frac{K^{N-2}}{1 + K_0}, \quad (3.11)$$

and thus the concentration of intermediates decreases as a power law with $K$. However, in the same limit, the reaction time scales as

$$T \sim \frac{1}{k K^{N-2}} \left( \frac{(k^{-1})^{N-3}}{(k^{-1})^{N-2}} \right). \quad (3.12)$$

As one would expect, the reaction time is independent of the final rate of pore formation $k_o$ when the rate-limiting steps are the formation of intermediate oligomers. Importantly, equation (3.12) resolves the apparent paradox observed in single-molecule experiments [14]: ensuring $K \ll 1$ and thus keeping the concentration of intermediates low, the system can independently decrease reaction time by increasing $k$. Crucially, the ability to form pores rapidly without accumulating intermediates is possible only if each step of the oligomerization is reversible, and perhaps counterintuitively, only if the reaction is biased towards dissociation rather than association.

Although the biological rationale of rapid reaction is evident, why is low intermediate concentration favourable? We suggest that keeping the concentrations of intermediates low is a powerful error-avoiding mechanism. If the concentrations of intermediates are large, oligomers larger than the pore size will be formed due to collisions between smaller oligomer fragments. For the small pores that we are considering only oligomers of a defined size can cyclize and form a functional pore that is able to penetrate cell membranes. Formation of oligomers that are larger than the pore size is, at best, a parasitic kinetic process. At worst, the higher-order oligomers can form inactive or less potent cyclic structures or acyclic aggregates [16,18], and the process is thus actively harmful to the biological function of PFTs. By reducing the concentrations of intermediates, the system ensures that the only significant kinetic process is the sequential, stepwise, addition of monomer fragments. For the small pores that we are considering, the reaction will terminate at the desired oligomer size.

4. Formation of oligomer intermediates

The central conclusion of our model, namely that $K_0 \gg 1$ but $K \ll 1$, is better understood by considering the approach of the system to quasi-steady state. Motivated by equation (3.10), we can extract further analytical insights by rescaling the intermediates and time via

$$\tilde{c}_n = k_0^{n-1} Y_n, \quad 2 \leq n \leq N - 2, \quad (4.1)$$

$$\tilde{c}_N = \frac{K^{N-2}}{K_0 + 1} Y_{N-1}, \quad (4.2)$$

$$\tilde{c}_N = Y_N \quad (4.3)$$

and

$$\tilde{t} = \frac{1}{K_0 K^{N-2}} T, \quad (4.4)$$
where \( Y_n \) and \( \tau \) are quantities that are order-one in magnitude. The governing equations (2.4)–(2.7) then become

\[
\begin{align*}
K_n^{-2} \frac{dY_n}{d\tau} & = Y_{n-1} - (1 + K)Y_n + KY_{n+1}, \\
2 \leq n & \leq N - 2, \\
K_n^{-2} \frac{dY_{N-1}}{d\tau} & = K_0Y_{N-2} - (1 + K_0)Y_{N-1} \\
\text{and } & \frac{dY_N}{d\tau} = K_N^{-2}Y_{N-1}.
\end{align*}
\] (4.5)

Thus we find that \( \tau \) is the appropriate timescale on which we observe accumulation of the final aggregate \( Y_N \), through the balance in equation (4.7). Upon taking the limit \( K \rightarrow 0 \) we verify that, on this timescale, the system is indeed in quasi-steady state, with equations (4.5) and (4.6) reduced to algebraic equations for the concentration of the intermediate aggregates. This leads to \( Y_n = 1, \ 2 \leq n \leq N - 1 \), as predicted by the quasi-steady analysis in the limit \( K_0 \gg 1 \) (equation (3.6)).

This asymptotic analysis allows us to investigate how the system approaches the quasi-steady state. Expressing system (4.5)–(4.7) back in terms of the original (fast) timescale, \( t \), we obtain

\[
\begin{align*}
\frac{dY_2}{dt} & = 1 - (K + 1)Y_2 + KY_3, \\
\frac{dY_n}{dt} & = Y_{n-1} - (1 + K)Y_n + KY_{n+1}, \\
\frac{dY_{N-1}}{dt} & = Y_{N-2} - Y_N, \\
\text{and } & \frac{dY_N}{dt} = K_N^{-2}Y_{N-1}.
\end{align*}
\] (4.8a)

Taking the limit as \( K \rightarrow 0 \) we are left with the system

\[
\begin{align*}
\frac{dY_2}{dt} & = 1 - Y_2, \\
\frac{dY_n}{dt} & = Y_{n-1} - Y_n, \\
\frac{dY_{N-1}}{dt} & = Y_{N-2} - Y_N, \\
\text{and } & \frac{dY_N}{dt} = 0,
\end{align*}
\] (4.8b)

which may be solved subject to the initial conditions \( Y_n(0) = 0, \ 2 \leq n \leq N \). This gives analytical expressions for the relaxation behaviour of the intermediate aggregates to the quasi-steady-state values \( Y_n(1) \),

\[
Y_n(t) = 1 - e^{-\sum_{i=0}^{N-2} \frac{t}{\Gamma(n-i,\frac{t}{\tau})}}, \quad 2 \leq n \leq N - 1,
\] (4.9a)

where

\[
\Gamma(x, y) = \int_y^\infty s^{x-1}e^{-s} \, ds
\]

is the incomplete gamma function, and \( \Gamma(x) = \Gamma(x, 0) \) is the gamma function. Figure 2 shows that the asymptotic prediction (4.10) is in excellent agreement with full numerical solutions to (4.8).

Equation (4.10) predicts that the kinetics of relaxation to quasi-steady state exhibit a surprising degree of universality: kinetic data for the build-up of oligomer intermediates of a given size should all follow the same relation (4.10) and thus could be collapsed onto one master curve by scaling time. Comparing any experimental measurements to equation (4.10) is a simple one-parameter fit. Therefore, our model identifies the kinetics of intermediate build-up as a possible ‘litmus test’ for the proposed kinetic scheme (2.3).

Although tracking the concentration of intermediates is not possible via single-molecule fluorescence imaging techniques for a heptameric \( \alpha \)-haemolysin pore [14], we suggest that with greater time-resolution in the measurements, or experiments with larger pores, the dynamics of such intermediates can be tracked. Indeed, the inflection point in equation (4.10) is a measure of the characteristic time to approach the quasi-steady state (qualitatively the ‘lag time’ as shown in figure 2) and is given by \( t_{lag} = N - 2 \). Thus, larger oligomeric intermediates take longer to reach the quasi-steady state, which is a prediction that can be used to experimentally investigate the dynamic formation of such intermediates.

5. Late-stage dynamics

The quasi-steady state is maintained until the monomer is significantly depleted. To explore this nonlinear regime of (2.4)–(2.7), we develop an asymptotic method based on fixed-point iteration [19]. We observe that (2.4)–(2.7) can be written as a system of Volterra integral equations

\[
\begin{align*}
\tilde{c}_1(t) & = \int_0^t \left[ -K_0\tilde{c}_1(t') \sum_{n=1}^{N-2} \tilde{c}_n(t') - K_0\tilde{c}_1(t') \tilde{c}_N - 1 \right] \, dt', \\
\tilde{c}_n(t) & = \int_0^t \left[ K_n\tilde{c}_1(t') \tilde{c}_n-1(t') - (1 + K_n\tilde{c}_1(t')) \tilde{c}_n(t') + \tilde{c}_{n+1}(t') \right] \, dt', \\
2 \leq n & \leq N - 1,
\end{align*}
\] (5.1)

where we have taken the initial monomer concentration as the concentration scale, i.e. \( \tilde{c}_1 = c_1/c_1(0) \), and defined

\[
\begin{align*}
\tilde{K} & = k^+c_1(0) k^- \\
\tilde{K}_0 & = k^+c_1(0) k^-.
\end{align*}
\] (5.2)

Equation (5.1) predicts that the kinetics of relaxation to quasi-steady state exhibit a surprising degree of universality: kinetic data for the build-up of oligomer intermediates of a given size should all follow the same relation (5.1) and thus could be collapsed onto one master curve

\[
\begin{align*}
\tilde{c}_1(t) & = \int_0^t \left[ -\tilde{K}_0\tilde{c}_1(t') \sum_{n=1}^{N-2} \tilde{c}_n(t') - \tilde{K}_0\tilde{c}_1(t') \tilde{c}_N - 1 \right] \, dt', \\
\tilde{c}_n(t) & = \int_0^t \left[ \tilde{K}_n\tilde{c}_1(t') \tilde{c}_n-1(t') - (1 + \tilde{K}_n\tilde{c}_1(t')) \tilde{c}_n(t') + \tilde{c}_{n+1}(t') \right] \, dt', \\
2 \leq n & \leq N - 1,
\end{align*}
\] (5.3)

where we have taken the initial monomer concentration as the concentration scale, i.e. \( \tilde{c}_1 = c_1/c_1(0) \), and defined

\[
\begin{align*}
\tilde{K} & = k^+c_1(0) k^- \\
\tilde{K}_0 & = k^+c_1(0) k^-.
\end{align*}
\] (5.4)
where in the second step we used the fact that for a heptameric pore (N = 7) with \( \kappa = 0.1 \) (solid curve) and \( \kappa = 0.01 \) (dashed curve), (b) The reaction yield as a function of time (on a logarithmic axis) for heptameric (N = 7, solid curve) and dodecameric (N = 12, dashed curve) pore with \( \kappa = 0.1 \). The insets show the early-time evolution of the system with respect to a linear time axis. (Online version in colour.)

System (5.1)–(5.4) can be compactly denoted as

\[ v = A[p], \]

where \( v = (\tilde{c}_1(t), \tilde{c}_2(t), \ldots, \tilde{c}_N(t)) \) is the vector of concentrations and \( A \) is the corresponding nonlinear operator. Therefore, if we know a vector \( v_0 \) that is sufficiently close to \( v \) then by the contraction mapping theorem

\[ v = \lim_{m \to \infty} A^m[v_0]. \]

Although the above equation is exact, it also provides a strategy to systematically seek approximate solutions—if we can find a \( v_0 \) that is sufficiently close to the real solution, we can apply the operator \( A \) repeatedly to \( v_0 \) to obtain any desired degree of accuracy.

To find an approximate solution for the concentration of pores as a function of time using this method, we use equations (4.2) and (4.10) for an estimate for \( \tilde{c}_{N-1}(t) \). Substituting equation (4.10) into the right-hand side of equation (5.4), we obtain

\[ \tilde{c}_N(t) \approx \frac{\tilde{K}_0}{1 + K \tilde{c}_1(t')} \left[ \Gamma(N - 2, t') \right] \frac{1 - \Gamma(N - 2, t')}{\Gamma(N - 2)} \]

\[ \approx \frac{\tilde{K}_0}{1 + K \tilde{c}_1(t')} \left[ \Gamma(N - 2, t') \right] \frac{1 - \Gamma(N - 2, t')}{\Gamma(N - 2)} \]

where in the second step we used the fact that \( \tilde{K}_0 \gg 1 \). As \( K \ll 1 \), we can further estimate \( \tilde{c}_1(t) \approx 1 - N \tilde{c}_N(t) \). Substituting this estimate for \( \tilde{c}_1(t) \) into equation (5.8), and converting the integral equation into a differential equation, we arrive at

\[ \frac{d\tilde{c}_N}{dt} \approx \tilde{K}^{N-1}(1 - N \tilde{c}_N)^{N-1} \left[ 1 - \frac{\Gamma(N - 2, \tilde{t})}{\Gamma(N - 2)} \right]. \]

The solution of equation (5.9) with initial condition \( \tilde{c}_N(0) = 0 \), is

\[ \tilde{c}_N(\tilde{t}) \approx \frac{1}{N} \left[ 1 - \left( 1 + \tilde{K}^{N-1}(N - 1 - \frac{1}{N}) \right)^{-1/(N-2)} \right], \]

\( \tilde{t} = t / C_0 \). The above equation is a crucial result as it provides an analytical expression for the concentration of product as a function of time that is valid for both the early-time, linear regime and the strongly nonlinear regime.

Figure 3 shows the predictions of equation (5.10). Pore formation is significant only after a ‘lag phase’ of building up the quasi-steady state. The lag time increases with increasing bias towards dissociation (i.e. decreasing \( \kappa \), figure 3e) and increasing number of monomer units needed to assemble the pore (figure 3b). After the quasi-steady state is attained, the pore concentration increases linearly in time, corresponding to a constant reaction flux. Pore formation is stalled eventually by monomer depletion. However, figure 3 shows that this last phase occurs over a much longer timescale. Although an appreciable amount of pores are produced by \( t \approx 100 \), the reaction is 90% complete only when \( t \approx 10^5 \). In dimensional units, assuming a typical value of \( k^- = 50 \text{s}^{-1} \) (figure 4), \( t = 10^5 \) corresponds to 2000 s, or approximately half an hour.

6. Comparison with experiments

To test the validity of our kinetic model, we compare experimental kinetic data of a range of pore-forming proteins with equation (5.10) using a two-parameter fit for \( \tilde{K} \) and the timescale \( 1/k^- \). The uncertainties in the fitted parameters will be quantified using the standard error. Note that the size of the final pore, \( N \), is usually known \( a \) \textit{priori}. While it is important to note that undoubtedly other, more complex aggregation mechanisms may also explain the experimental data, our reduced model demonstrates that this simple aggregation mechanism is able to reproduce the data accurately, validating our proposed pathway more generally for PFTs.

Figure 4b compares the experimental data taken from [20] for the tetramer (N = 4) B. thruringiensis toxin Cry1Ac to equation (5.10) with fitted parameters \( k^- = 0.20 \pm 0.0094 \text{s}^{-1} \), and \( \tilde{K}_0, \tilde{K}_{50}, \tilde{K}_{50} = (0.10 \pm 0.0028, 0.27 \pm 0.0061, 0.46 \pm 0.013) \) for initial monomer concentrations \( c_{\text{init}} = 5, 50 \) and 450 pmol mg\(^{-1}\), respectively. We have fitted the experimental curve for all three concentrations with the same value of \( k^- \). Our fitting shows that, as expected, \( \tilde{K} \) increases with the initial bulk concentration. However, the fact that \( \tilde{K} \) is not directly proportional to bulk monomer concentration suggests that there may be anti-cooperative binding of the monomer to the membrane, or monomer–monomer association in the bulk (recall that \( \tilde{K} \) is directly proportional to \( c_1(0) \), the initial surface rather than bulk concentration of monomers). Our fitting thus suggests that the surface concentration of monomers is not directly
proportional to the bulk concentration of monomers. In this experiment, the extent of oligomerization was monitored using an osmotic swelling assay [22]. To analyse the kinetic data, we normalize the percentage volume recovery relative to that at the end of the experiment.

Figure 4b shows that kinetic data taken from [21] for the heptameric (N = 7) aerolysin can be fitted to equation (5.10) with parameters $k^- = 6.9 \pm 3.2$ s$^{-1}$ and $K = 0.22 \pm 0.018$. The kinetic data were obtained via fluorescence spectroscopy, by monitoring the chloride efflux induced by the aerolysin pores from liposomes containing a dye that is quenched by the anion. To analyse the kinetic data, we normalize fluorescence intensity relative to the intensity at the end of the experiment.

Figure 4c shows that experimental data taken from [12] for S. aureus $\alpha$-haemolysin can be fitted to equation (5.10) with parameters $k^- = (11 \pm 2.0) \times 10^{-3}$ s$^{-1}$ and $K = 0.68 \pm 0.055$. In this experiment, the $\alpha$-haemolysin monomer was incubated at 1 : 2000 molar protein : lipid ratio with mixed egg-yolk phosphatidylcholine/cholesterol liposomes, and the resulting pores were heptameric (N = 7). The reaction was monitored at 100 s intervals via an SDS-PAGE assay with silver staining, and the relative intensity between the monomer and heptamer bands was recorded. We assume the intensity of the silver stain is proportional to protein content, thus the relative intensity in our model is given by $7c(t)/c(t_\text{end}) = 7c(t)/(1 - 7c(t))$.

Figure 4d shows that the kinetics of self-assembly of E. coli cytolysin A, a larger dodecameric (N = 12) complex, can be fitted to our kinetic model with $k^- = (28 \pm 6.0) \times 10^{-3}$ s$^{-1}$ and $K = 0.76 \pm 0.028$. The experimental data are taken from [13], where cytolysin A was incubated with $n$-dodecyl-$\beta$-D-maltopyranoside, and the reaction was tracked by SDS-PAGE assay with silver staining. The stain intensity, relative to the intensity at $t_\text{end} = 3600$ s, was recorded (in our model this corresponds to tracking $c(t)/c(t_\text{end})$). In both cases of experimental validation, the model is found to fit the
data extremely well. The only discrepancy arises for small times, where the model appears to underpredict the concentration slightly, which we attribute to sensitivities in data acquisition at very low concentrations. We note that our asymptotic model is also able to replicate well the dynamics for larger pores, such as perfringolysin O, which are composed of up to 40 monomers. However, in these cases, the predicted value of $K$ is no longer small and so such solutions fall outside the regime of validity of our asymptotic approximation. Nevertheless, in such cases, by using our theory for any dataset the predicted value of $K$ required to fit the data can also suggest when the assumption of slow monomer accretion is no longer true, and thus when different aggregation kinetics are involved.

7. Discussion and conclusion

Using a mean-field kinetic model for stepwise, reversible, self-assembly of multimeric PFTIs, we have explained the counterintuitive observation by single-molecule fluorescence experiments that self-assembly of $\alpha$-haemolysin is rapid, yet the concentrations of oligomeric intermediates are low. Our model singles out the ratio between the rates of monomer attachment and monomer detachment, $K = k^+c_1(0)/k^-$, as the parameter that determines the abundance of oligomer intermediates in the quasi-steady state. The rate of monomer detachment, $k^-$, is a separate parameter setting the overall timescale for the reaction. Asymptotic analysis of the model reveals that the approach to quasi-steady state follows a universal law that depends only on $k^-$, thus our model identifies a powerful way to collapse experimental kinetic data onto a single master curve by scaling time.

We suggest that the curious combination of low intermediate concentration and high reaction rate serves an important biological function of error minimization: by reducing the concentrations of intermediates, the system ensures that the only significant kinetic process is the stepwise addition of monomers to oligomers. This avoids the formation of oligomers that are larger than the pore size, which may be inactive or less potent. Indeed, larger pores, such as cholesterol-dependent cytolysins perfringolysin O and streptolysin O, usually display a degree of pore size heterogeneity [23–25], because the concentration of oligomer intermediates has to be large ($K \gg 1$) in order for pore formation to be complete within a biologically relevant timescale. From a reverse-engineering point of view, we speculate that exploiting the sensitivity of the self-assembly pathway to the concentration of intermediates may be a method to disrupt the self-assembly of pores and thus mechanism of virulence—a small change in $K$, the ratio between the rate of monomer attachment and monomer detachment, manifests itself in a large change in the concentration of intermediates in the quasi-steady state. Conversely, this ratio is an important factor to optimize in order to engineer artificial pores for nanotechnological purposes. We note that $K$ is effectively an equilibrium constant, and thus can be tuned via changing the temperature, or free energy gained from each monomer-attachment step.

Beyond the quasi-steady state, we developed a systematic asymptotic technique in the strongly nonlinear regime that allows us to obtain an analytical formula for the concentration of product as a function of time. We showed that there are three kinetic stages: (i) a ‘lag phase’ corresponding to the approach to quasi-steady state; (ii) linear increase in product concentration once the quasi-steady state is established, with a constant flux of reactants converted into products; and (iii) breakdown of the quasi-steady state due to monomer depletion, and the reaction approaches completion only at a very long timescale. Our analytical result, equation (5.10), also compares well with experimental data for the self-assembly of pores of $B. thuringiensis$ Cry1A (tetrameric pore), aerolysin and $S. aureus$ $\alpha$-haemolysin (heptameric pores) and $E. coli$ cytolysin A (dodecameric pore). In these cases, in the absence of data for the concentration of intermediate aggregates, which could discriminate between assembly pathways, the positive comparisons drawn here support the possibility that such a pore-forming process may be more universal.
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