New scaling relation for information transfer in biological networks
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We quantify characteristics of the informational architecture of two representative biological networks: the Boolean network model for the cell-cycle regulatory network of the fission yeast Schizosaccharomyces pombe (Davidich et al. 2008 PLoS ONE 3, e1672 (doi:10.1371/journal.pone.0001672)) and that of the budding yeast Saccharomyces cerevisiae (Li et al. 2004 Proc. Natl Acad. Sci. USA 101, 4781–4786 (doi:10.1073/pnas.0305937101)). We compare our results for these biological networks with the same analysis performed on ensembles of two different types of random networks: Erdös–Rényi and scale-free. We show that both biological networks share features in common that are not shared by either random network ensemble. In particular, the biological networks in our study process more information than the random networks on average. Both biological networks also exhibit a scaling relation in information transferred between nodes that distinguishes them from random, where the biological networks stand out as distinct even when compared with random networks that share important topological properties, such as degree distribution, with the biological network. We show that the most biologically distinct regime of this scaling relation is associated with a subset of control nodes that regulate the dynamics and function of each respective biological network. Information processing in biological networks is therefore interpreted as an emergent property of topology (causal structure) and dynamics (function). Our results demonstrate quantitatively how the informational architecture of biologically evolved networks can distinguish them from other classes of network architecture that do not share the same informational properties.

1. Introduction

Living systems are often described in terms of logic modules, information flows and computation [1]. Such informational language is used in fields as diverse as evolutionary biology [2], neuroscience [3], embryogenesis [4], colonial decision-making in eusocial insects [5] and protein–protein interaction networks [6], to name just a few. There are two perspectives on the ontological status of information in biology. The first regards information as intrinsic to the operation of living systems [7]. If this stronger viewpoint proves correct, then life would necessarily be classified as distinct from other kinds of physical systems, as we know of no other class of physical system where information is necessary to specify its state [8].¹ There is increasingly support for the strong viewpoint [12–17], and it is well known that information must of course be instantiated in physical degrees of freedom: ‘information is physical!’ as Landauer [18,19] famously proclaimed. However, there also remains much support for a second, weak viewpoint, which takes the perspective that while information is certainly a useful metaphor to describe biological systems, ultimately, all of biological complexity is, at least in principle, fully reducible to known physics [20].

A necessary step to resolve the debate over the status of information in living processes is to investigate if, and if so how, information operates in complex biological systems. In particular, a convincing case for the strong viewpoint should quantitatively satisfy two conditions:
(1) biological systems must be demonstrated to somehow be unique in their informational architecture, when compared with other classes of physical systems and
(2) information must be shown necessary to the execution of biological function—that is to say, information must be shown to matter to matter.

The necessity of the first condition is perhaps obvious: if information is fundamental to biological organization, then a strong signal should appear when contrasting information in living systems with the same concept of information as applied to non-living systems. The challenge is to define the appropriate concept of ‘information’ relevant to biological organization. The second criterion is less immediately obvious, but is clarified by a simple example. An informational pattern, such as the sequence of bases necessary to specify the GNRA tetraloop ‘GAGA’, is readily copyable to other states of matter, e.g. such as this page of text. This kind of pattern cannot therefore be unique to life in the sense of the strong view, as other states of matter can share the same informational pattern. This may be one reason why attempts to quantify biological complexity in terms of Shannon entropy have been relatively unsuccessful [21] (for example, it is well known that genome size, which can be correlated with Shannon information content, does not readily map to organismal complexity [22]). What, if anything, distinguishes life from other complex physical systems, as quantified by ‘information’, must therefore necessarily tie information to doing something, e.g. to the causal structure underlying function [7,23–26]. It is for this reason that we use the terminology ‘ informational architecture’ rather than use ‘information’ or ‘ informational pattern’ herein, as architecture implies physical structure, whereas mere patterns are not necessarily tied to their physical instantiation.

In what follows, we focus on two well-studied Boolean network models for real biological systems: the network regulating the cell cycle of the fission yeast (Schizosaccharomyces pombe) [27] and that of the budding yeast (Saccharomyces cerevisiae) [28]. Our approach is to compare the informational architecture of these Boolean network models with ensembles of random networks to identify informational properties that might distinguish the biological networks from random. To quantify characteristics of the informational architecture of the biological and random networks, we use information-theoretic analyses, detailing how information is processed in the execution of biological function. Our approach aims, in part, to address a research programme laid out in a seminal paper by Nurse [1], wherein he calls for a more focused understanding on flows of information within biological networks. Therefore, we focus on the concept of ‘information flows’, interpreted as information processing and measured by Schreiber’s transfer entropy (TE) [29], as a relevant concept of information that allows us to address conditions (1) and (2) above. We note that our approach is different from those attempting to quantify ‘functional information’ [23,30], the nature of which has been widely debated in its own right, which is not addressed here. Instead, we explicitly focus on how information is processed in the execution of function. There are many other informational measures in the literature based on Shannon entropy or Kolmogorov–Chaitin complexity, which are beyond the scope of this study, that could be tested to determine whether they can distinguish the informational structure of biological systems from random in a similar manner to the analysis presented here (see [31] for an analysis by us using other information measures). We also note that while there has been a great deal of emphasis placed on understanding the ‘logic of life’, quantitative results have thus far been primarily topological or dynamical. Examples include analysis of the topology of network motifs—or logic circuits—necessary to biological function [32,33], or dynamical network features such as the robustness of the global attractor landscape [34]. The approach we present herein is distinct from these previous efforts in that we explicitly address information processed, which, as we will show, should be viewed as an emergent property of networks that arises from the integration of topology and dynamics.

For both the S. pombe and S. cerevisiae cell-cycle networks, we calculate the information transferred between pairs of nodes in the execution of function (defined in the Boolean network models as the dynamics of each network), and contrast the results with the same analysis performed on ensembles of random networks drawn from two different classes: Erdös–Rényi (ER) networks and scale-free (SF) networks. The ER random networks share no structural bias with the cell-cycle networks other than the size of the networks. The SF random network ensembles, by contrast, maintain the same number of activation and inhibition links for each individual node as the cell-cycle networks. The SF networks therefore share important topological properties with the biological networks, including degree distribution (the rank ordering of the number of edges per node), often cited as a distinguishing feature of many real-world networks including biological networks [35–37]. In our analysis, features shared by the biological network and SF networks, but not the ER networks, can be concluded to arise as a result of topological features, whereas those observed in the biological network that are not shared with the SF networks should be regarded as arising specifically owing to network features distinctive to biological function (presumably generated via natural selection). By comparing results for the biological network with both ER and SF random networks, we are therefore able to distinguish which features of the informational architecture of biological networks arise solely as a result of network topology (e.g. degree distribution, which is shared with the SF networks but not the ER networks) and which are specific to a biological function.

We find that both cell-cycle networks share commonalities in their informational architecture that set them far apart from their random network counterparts. Both cell-cycle networks are outliers with respect to the total information processed: the biological networks process more information than the vast majority of random networks in either ensemble, suggestive of evolutionary optimization for information processing. The most striking feature uncovered in our analysis is a scaling relation for the distribution of information transfer between nodes, which for the cell-cycle networks is statistically different from that observed for either ensemble of random networks. This is despite the topological resemblance between the cell-cycle networks and SF networks in our study. We identified the regime where the biological networks differ most significantly from the random networks in their scaling relation, and characterized the patterns in information transfer relative to the function (dynamics) of each network. Our results show that the biologically most distinctive regime is dominated by information transfer through a subset of control nodes, called the control kernel, that are associated with regulation of the function of each biological network. We also investigated how the causal structure (topology) of the cell-cycle networks affects information transfer when compared with the random
networks and found that the SF structure, shared by the cell-cycle and SF networks, uses long-range correlations more than direct causal interactions between nodes for information processing, unlike what is observed for ER networks.

Our results are suggestive of previously unidentified information-based organizational principles that go beyond topological considerations, which may be critical to biological function. The uncovered informational architecture for the biological networks therefore potentially offers an operational means to quantify life in terms of its informational properties. The results presented thus open a new quantitative framework in support of the strong viewpoint on the status of information in biology, that complements other approaches [12–15,26,38,39], by definitively demonstrating how the informational architecture of biologically evolved networks can distinguish them from other classes of network architecture that do not share the same informational properties.

2. Model and methods

The study presented herein is a first attempt, to the best of our knowledge, to identify patterns in information processing that might be distinctive of biological organization, when compared with other classes of physical systems, and in turn to connect these patterns to causal structure (topology) and function (dynamics). Our analysis requires an integrative analysis for distributed computation, sampling networks with topological constraints and control of cellular behaviour. We briefly describe each herein.

2.1. Boolean network models for the cell-cycle regulatory process

Boolean network models have proven, in many cases, to provide accurate models for biological function [40–42]. They are also the most readily tractable network models for information-theoretic analysis, because each node may take on only one of two discrete states—‘0’ or ‘1’ [43,44]. They are thus ideal for our study. In this study, we focus on the Boolean network models for cell-cycle regulation in the fission yeast S. pombe [27] and the budding yeast S. cerevisiae [28]. Regulation of cellular division is a central aspect of cellular function. During the cellular division process, the cell passes through a number of phases, G1–S–G2–M, which collectively constitute the cell cycle dictating the steps of cellular division to produce two daughter cells from a single parent cell. During the G1 stage, the cell grows, and if conditions are favourable, then it can commit to division. During the S stage, DNA is replicated. In the G2 stage, there is a ‘gap’ between DNA replication (in the S phase) and mitosis (in the M phase) where the cell continues to grow. In the M stage, the cell undergoes mitosis, and two daughter cells are produced. After the M stage, the daughter cells enter G1 again, thereby completing the cycle.

The Boolean network models for the regulation of the cell-cycle process in the fission yeast S. pombe and the budding yeast S. cerevisiae are shown in figure 1. Each node corresponds to one protein among the small subset of key regulatory proteins involved in each respective cell cycle. The state of node \( i \), \( S_i(t) \in \{0, 1\} \), indicates whether the given protein is present (‘1’) or not (‘0’). Biochemical causal interactions between proteins are denoted by edges in the network. Time advances through the cycle via synchronous updating, with the states of all nodes updated at discrete timesteps according to the following rule:

\[
S_i(t+1) = \begin{cases} 
1, & \sum_{j} a_{ij} S_j(t) > \theta_i \\
0, & \sum_{j} a_{ij} S_j(t) < \theta_i \\
S_i(t), & \sum_{j} a_{ij} S_j(t) = \theta_i 
\end{cases} 
\]  

(2.1)

where \( a_{ij} \) is the edge weight between node \( i \) and \( j \) (\( a_{ij} = -1 \) for inhibition links and \( a_{ij} = 1 \) for activation links), and \( \theta_i \) is the threshold for node \( i \). The threshold for all nodes in both
Table 1. Constraints for constructing two different classes of random networks that retain features of the causal structure of a reference cell-cycle network.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Erdős–Rényi (ER) networks</th>
<th>Scale-free (SF) networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of network (total number of nodes, inhibition and activation links)</td>
<td>Same as the cell-cycle network</td>
<td>Same as the cell-cycle network</td>
</tr>
<tr>
<td>Nodes with a self-loop</td>
<td>Same as the cell-cycle network</td>
<td>Same as the cell-cycle network</td>
</tr>
<tr>
<td>Threshold for each node</td>
<td>Same as the cell-cycle network</td>
<td>Same as the cell-cycle network</td>
</tr>
<tr>
<td>Number of activation and inhibition links for each node</td>
<td>Not the same as the cell-cycle network (→ no structural bias)</td>
<td>Same as the cell-cycle network (→ SF structure)</td>
</tr>
</tbody>
</table>

networks is 0, with the exception of Cdc2/13 and Cdc2/13* in the fission yeast network, which have thresholds of –0.5 and 0.5, respectively.

Although numerous Boolean network models for biological systems exist, we specifically focus on these two networks because they are small and accurately model an essential biological function. The small network size, with approximately 10 nodes each, permits statistically reliable comparison of results for the biological networks with the average properties of randomized networks of the same size (number of nodes and edges), owing to the relatively small ensemble size of comparable random networks. Thus, for these two networks, we can readily address condition (1) as posed above, by making a meaningful comparison between each biological network and an ensemble of random networks with similar size and topological features. Connecting information processing and function, as laid out by criterion (2), is also tenable for both models. For both cell-cycle networks, there is a direct connection between the dynamics on these networks and the corresponding biological function: both networks correctly reproduce the sequences of protein states corresponding to the phases of the respective cell cycle (see [27,28] for details). Therefore, any distinctive patterns uncovered in our analysis of informational architecture can be related to dynamics, and consequently, the biological function of each network.

We note, in particular, that the task of addressing condition (2) is, in general, not a trivial one. Our approach is to connect information processing to topology and dynamics, that is to the causal mechanisms of each biological network that define its function (as we will show in addressing condition (1), topology alone is not sufficient to quantify information processing in the biological networks). Stated differently, condition (2) requires identifying how information transfer might depend on causal structure in non-trivial ways such that information processing is intrinsic to function (and therefore that information processing matters to the world of matter). We note that the edges connecting nodes for both cell-cycle networks are modelled based on experimental data detecting a direct causal interaction between the proteins they represent [27,28]. Comparing information transfer between nodes connected by an edge to that between nodes that are not directly interacting therefore provides us insights into how correlations are distributed relative to causal structure in the execution of function.

Our analysis uncovers distinct patterns in information processing associated with a few key nodes of each cell-cycle network, called the control kernel, which regulate the dynamics of each respective cell-cycle network [46]. When the values of the control kernel are fixed to their values in the primary attractor associated with biological function, the entire network converges to that attractor, regardless of the initial state of the network—that is to say, the control kernel nodes regulate the function (dynamics) of the network. The control kernel thus provides us a local mechanism for regulating the global behaviour of the network. The control kernel nodes are highlighted in red in figure 1 for each cell-cycle network. Control kernels have been found in a number of biological networks by Kim et al. [45], suggestive that they may be a generic feature of Boolean models for regulatory networks. To address condition (2), we show how information transfer is related to the causal mechanisms of both cell cycles by determining the distribution of information transfer among pairs of nodes with a causal connection (edge) and without, and more specifically, we show that the features that most distinguish the biological from random networks are associated with information transfer through the control kernel nodes.

We note that despite the fact that budding and fission yeasts are closely related genetically [46], closely related genes between the two organisms can play vastly different functional roles [47]. In addition, while the two networks share similar overall dynamics in terms of the dominating largest attractor [27,28], they show significant differences in their underlying biochemical machinery [48]. Thus, for the purposes of our study, we view them as two independent examples of biological networks with related function. Studying both networks in parallel provides a comparative analysis to look for features common to biological networks that are not shared by their random counterparts.

2.2. Construction of random Boolean networks with biological constraints

To identify any features distinctive to biologically evolved networks, we compare the results of our information-theoretic analysis on both cell-cycle networks with the same analysis performed on ensembles of two types of random networks: ER networks and SF networks. For meaningful comparison, both classes retain certain features of the biological network’s causal structure as summarized in table 1. Both ensembles of random networks share the same number of nodes and the same total number of activation and inhibition edges as the biological network. The ER networks are fully randomized with respect to the number of activation and inhibition links per node—that is, they have no structural bias (e.g. no hubs). The terminology of ‘ER network’ used here is meant to indicate that these networks are generated by using an ER random graph model, where every pair of nodes is connected by an edge with a fixed probability [49,50]. We note that our ER networks are equivalent to the class of networks commonly...
referred to as ‘random networks’ in other literature. However, we use the term ‘ER networks’ to distinguish them from another class of randomly sampled network used in this study—SF networks. By contrast to the ER networks, the SF networks in our study share the same number of activation and inhibition links as the cell-cycle network for each node, and therefore share the same degree distribution, defined as the rank ordering of the number of (in-directed and out-directed) edges per node [51]. We generate the SF networks by using an edge-swapping algorithm applied to the cell-cycle networks to preserve the degree sequence of each cell-cycle network in the sampled SF networks (for a more general method to generate networks with a given degree sequence, see [52–54]).

In our study, the term ‘SF network’, unlike its common definition, does not mean that sample networks in the SF ensemble exhibit power-law degree distributions. Owing to their small size, even the degree distributions of the biological cell-cycle networks do not follow a power law. Instead, the term ‘SF’ as used in this paper emphasizes that the sample networks have the same exact degree sequence as each cell-cycle network (table 1). Because having the same degree sequence is a sufficient condition for sharing a degree distribution, for larger biological networks that are indeed truly SF, the analogous random graphs would therefore also be scale-free.

Previously, many features of biological networks (e.g. robustness to random failure, small number of attractors, etc.) [35] have been explained as arising from their SF structure. Here, we are in particular interested in going beyond an SF structure and addressing whether information processing (which we attribute to topology and dynamics) is a more distinctive feature of biological networks than global topology (SF structure) alone. For this reason, we purposefully do not use a fully randomized network ensemble having no structural features in common with the biological network in our comparison and use the same update rule in equation (2.1) for all networks in our study. The comparison of the cell-cycle networks with both ensembles of ER and SF random networks allows us to isolate the contribution attributable to topological features such as degree distribution, which the biological networks share with the SF networks but not the ER networks in our sample, from any informational structure that may arise solely owing to network architecture which is peculiar to biological function. A unique feature of our analysis is that each random network in our ER and SF ensembles is constructed relative to a specific biological network. We are therefore able to identify characteristics of the biological networks that arise owing to the intrinsic complexity emerging from the patterns in connectivity among nodes in the cell-cycle networks that distinguish them from similarly constructed random graphs, rather than addressing extrinsic properties such as network size, which are beyond the scope of this study. However, important future work may involve investigations of the dynamical process for non-living systems, even with different extrinsic properties, for comparison with biological systems in terms of our analysis of informational architecture.

2.3. Quantifying information processing
Our information-theoretic analysis focuses on quantifying ‘information processing’ in the biological and ER and SF random networks. Our motivation is to capture Nurse’s [1] notion of ‘information flows’ as a concept of information relevant to biological function. We adopt the notion of information processing as implemented in information dynamics, a formalism for quantifying the component operations of computation in dynamical systems, using the tools of information theory. In information dynamics, information processing is quantified using Schreiber’s TE [29,43,56,57], a directional measure of information transfer. TE from a source node $Y$ to a destination node $X$ is defined as the reduction in uncertainty owing to knowledge of state of $Y$ about the future state of $X$, above the reduction in uncertainty provided by knowledge about the past states of $X$. TE from $Y$ to $X$ can be written as the mutual information between $y_n$ and $x_{n+1}$ conditioned on $k$ previous states of $X$

$$T_{Y\rightarrow X}(k) = \sum_{\{x_n^0, x_{n+1}\} \in A_0} p(x_n^0, x_{n+1}, y_n) \times \log_2 \frac{p(x_{n+1}^{(k)}|x_n^{(k)}, y_n)}{p(x_{n+1}^{(k)}|x_n^{(k)})},$$

where $A_0$ indicates the set of all possible patterns of sets of states $(x_n^0, x_{n+1}, y_n)$ and $x_n^{(k)}$ denotes $(x_n, \ldots, x_{n-k+1})$, the vector of $k$ previous states of destination $X$ at timestep $n+1$. In addition, $y_n$ and $x_{n+1}$ represent the state of $Y$ at the current timestep and the state of $X$ at the next timestep, respectively. Directionality arises owing to the asymmetry between timesteps for the state of the source and the destination in equation (2.2). Owing to this asymmetry, TE can be used to measure ‘information flows’. It is therefore more appropriate for our purposes of quantifying distinct features of information processing in biological networks than related measures such as mutual information, which measure correlations only, without reference to directional asymmetry. We note that the causal structure for the networks studied herein is fully described by their edges as noted in §2.1. TE is directional and does not necessarily reflect direct causal interactions between pairs of nodes, but can take on non-zero values even for pairs of nodes that do not directly interact [56], which as we show below is important to distinguishing the biological from random networks. Calculation of TE is not level specific, and thus the approach presented here is expected to generalize to most, if not all, biological networks.

The probability distributions in equation (2.2) are defined as the relative frequency of each pattern of states over the timeseries of dynamical states of the network. In our study, we obtained the probability distributions for each cell-cycle network and the sampled networks from the ER and SF random network ensembles necessary to calculate the TE between every ordered pair of nodes $(i,j)$, given by $T_{i\rightarrow j}$ for history lengths $k=1, 2, \ldots, 8$. To do so, we generated every possible trajectory for each network by applying the updating rule in equation (2.1) up through 20 timesteps for all the $2^n$ possible initial network states (i.e. all possible combinations of binary states for nodes in the network, where $n$ is the total number of nodes in the particular network under study) and counted the frequency of each pattern of states in equation (2.2) (see [39] for an explicit example of calculating TE based on frequency distributions). We chose 20 timesteps as the length of the trajectory generated from each initial state, because it is sufficiently long to capture transient dynamics for networks before converging on a fixed point (an attractor) for the cell cycle and for the vast majority of random networks.
3. Results

3.1. Scaling relation for information transfer in yeast cell-cycle networks

To reiterate, we use TE as a candidate measure for identifying features potentially distinctive to biological networks, focusing our analysis on the concept of ‘information flows’ that may be particular to biological function as suggested by Nurse [1]. For every ordered pair of nodes \((i,j)\) in both cell-cycle networks, we calculated TE from node \(i\) to node \(j\), \(T_{i\rightarrow j}\) (as described in §2.3) and ranked the pair \((i,j)\) according to its measured value of TE. The same analysis was performed on each of the 1000 sampled networks in the ensembles of ER and SF random networks as a point for comparison to identify any features peculiar to the biological networks.

The resulting scaling relations are shown in figure 2, where biological networks are highlighted in red for fission yeast (top) and budding yeast (bottom). The ensemble averages for the scaling relations of ER and SF random networks generated with reference to each cell cycle are shown in green and blue, respectively, in each respective panel. Error bars represent the standard deviation over the ensembles of random networks (averages are over 1000 sampled networks). For the results shown in figure 2, the history lengths \(k = 2\) and \(k = 5\) were selected because these history lengths show the most distinctive scaling distribution when compared with the two random network ensembles for the fission and budding yeast networks, respectively (see the electronic supplementary material for scaling relations over different history lengths). The scaling distributions reveal a nonlinear relationship between the information transferred between pairs of nodes (y-axis) and their relative rank (x-axis), for each of the network classes studied—biological, SF and ER. The scaling relation is most striking for the biological networks (red), which are significant outliers with respect to either of the ER or SF ensembles.

Figure 2 shows that ER networks have much less information transfer than SF or biological networks. This result suggests that SF structure—as is the case for the SF and biological networks, but not the ER networks—plays a significant role in increasing information transfer within a network. The deviation between ER networks and SF networks or the cell-cycle networks may be expected owing to the differences in topological features, which the TE is sensitive to. However, surprisingly, SF structure alone does not account for the high level of information transfer between nodes in the biological networks. The biological networks differ from the SF networks despite their common topological features. With the exception of the few highest ranked node pairs, the biological networks exhibit information transfer that is several standard deviations larger than the corresponding rank in the SF ensemble for the majority of ranks with TE ≠ 0. The excess TE observed in the biological networks in figure 2 deviates between \(1\sigma\) and \(5\sigma\) from that of the SF networks, with a trend of increasing divergence from the SF ensemble for lower-ranked node pairs that still exhibit correlations (e.g. where TE > 0). We define \(\chi\) as the set of node pairs whose TE deviates \(>1\sigma\) from the SF networks, indexed by rank. The ranks that deviate more than \(2\sigma\) for the fission yeast are \(\chi = \{9, 10, \ldots, 30\}\) and for budding yeast they are \(\chi = \{31, 32, \ldots, 68\}\) (highlighted between the dashed lines in each panel in figure 2). Patterns in the biological distribution also exhibit plateaus, suggestive that there exist subgroups wherein informational flow is evenly distributed, as opposed to a few dominating informational connections. We analyse this substructure in §3.4 in terms of the dynamics (function) of the cell-cycle networks.

3.2. Total information processed

We also calculated the total information processed by the cell-cycle networks and compared with that of individual instances of sampled networks from the ER and SF random network ensembles. We define a quantity called total information processed, denoted by \(I_p\), which is the sum of the TE between all pairs of nodes \((i,j)\) for an individual network, \(I_p = \sum_{a,b} T_{a\rightarrow b}\) for a given history length \(k\) (\(k = 2\) and \(k = 5\) for the fission and the budding yeast, respectively). Accordingly, the total information processed by the fission and budding yeast cell-cycle networks is \(I_p = 8.09\) and \(I_p = 3.51\), respectively—shown as red lines in figure 3. The frequency distributions of networks associated with \(I_p\) for the two sets of SF and ER networks are shown in figure 3. Comparing the two distributions, it is evident that, on average, SF networks process more information than ER networks, with higher frequencies for networks with larger values of \(I_p\).

Figure 3 also shows that the biological networks process more information than most random networks in the ensembles. More specifically, the fission yeast cell-cycle network lies outside of 95% of the SF networks and 100% of the ER networks.
networks. Similarly, the budding yeast cell-cycle network is in the 95.1% of SF networks and the 99.5% of ER networks. This result indicates that the cell-cycle networks are highly optimized, with only 1/2000 ER networks and 1/200 SF networks displaying comparable total information processed in a random draw.

3.3. Distribution of information processing over causal structure

The correlations measured with TE can arise owing to direct causal effect (e.g. via an edge) or statistical correlations between two nodes that are not directly connected via a causal interaction (e.g. via long-range correlations embedded in the distributed causal structure of a network). We note that because we are using TE in our analysis, the measured correlations are across both space (between nodes) and time (between discrete timesteps)—they therefore differ from correlations typically associated with critical phenomena as applied to networks or other physical systems, which are usually strictly spatial (e.g. such as mutual information or in the study of physical phase transitions, correlation length).

To identify whether the distinctive features of the cell-cycle networks shown in figures 2 and 3 arise owing to information transfer along edges, or longer-range correlations, we classified each pair of nodes as either having a direct causal interaction (connected by an edge) or not (no edge). We also classified them as being correlated (TE > 0) or not (TE = 0). The results of this classification scheme are shown in table 2, and are very similar for both cell-cycle networks.

Table 2. The distribution of TE within the cell-cycle networks and corresponding SF and ER networks, classified by pairs of nodes that are correlated (TE > 0) or not (TE = 0) and causally interacting (edge) or not (no edge). The values indicate the ratio of the number of node pairs in each category to the total number of node pairs for each cell-cycle network.

<table>
<thead>
<tr>
<th></th>
<th>edge (%)</th>
<th>no edge (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) fission yeast</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE &gt; 0</td>
<td>23.46</td>
<td>43.21</td>
</tr>
<tr>
<td>TE = 0</td>
<td>7.41</td>
<td>25.93</td>
</tr>
<tr>
<td>(b) budding yeast</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE &gt; 0</td>
<td>22.31</td>
<td>48.76</td>
</tr>
<tr>
<td>TE = 0</td>
<td>5.79</td>
<td>23.14</td>
</tr>
</tbody>
</table>

In both cases, the majority (more than 40%) of node pairs are correlated via information transfer, even though they are not causally connected by an edge. Roughly 25% of node pairs have a causal interaction with information transfer, or no interaction and no information transfer. The remaining minority of nodes exhibit a causal interaction with no corresponding transfer of information (causation without correlation). The same analysis was applied to the sampled networks from the ER and SF random network ensembles constructed relative to each cell cycle; the averages over 1000 networks in each ensemble are shown in figure 4.
Table 3. Possible information flows between sets of nodes classified as control kernel (CK; highlighted in red in figure 1) or non-control kernel (NCK).

<table>
<thead>
<tr>
<th>CK</th>
<th>NCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>CK</td>
<td>CK</td>
</tr>
<tr>
<td>CK</td>
<td>NCK</td>
</tr>
<tr>
<td>NCK</td>
<td>CK</td>
</tr>
<tr>
<td>NCK</td>
<td>NCK</td>
</tr>
</tbody>
</table>

(see the electronic supplementary material for detailed data).

Figure 4 shows a distinctive transition in the distribution of correlations moving from the ER to SF network ensembles. In the ER networks, the majority of node pairs that are not connected by an edge are also not correlated. By contrast, the majority of node pairs in SF networks are correlated even though they are not directly connected, and this pattern is even more prominent for the biological cell-cycle networks. Biological networks therefore appear to be highly optimized for long-range correlations among node pairs.

3.4. Information transfer and regulation of biological function

We analysed the scaling relations for the cell-cycle networks in figure 2, with particular focus on the biologically distinct regime \( x_f \) in terms of the global causal structure of each biological network. While the local causal structure of these networks is fully articulated by the edges shown in figure 1, we view the global causal structure as the trajectories of network states associated with the attractor landscape of each network. In their role regulating the dynamics of each respective cell-cycle network—and thus regulating function—the control kernel nodes mediate the connection between the local and global causal structure of each network (see also discussion in [31]).

Here, we are interested in how the control kernel nodes—as drivers of global dynamics and functional regulators—play a role in information transfer within the cell-cycle networks. To determine the role of a control kernel in information processing by the biological networks, we divided all nodes in each cell-cycle network into two groups: CK and NCK, where CK denotes the set of control kernel nodes identified in [45] and NCK is the complement of CK, i.e. non-control kernel nodes. Therefore, all ordered pairs of nodes \( (i, j) \) in each network fall into one of four groups shown in table 3 depending on whether \( i \) or \( j \) belongs to CK or NCK. We specified the groups for each node pair in the scaling patterns for information transfer for both biological networks (red in figure 2), as shown in figure 5.

The highest ranked regimes of the cell-cycle scaling relations shown in figure 2, where the biological networks differ least from the SF networks, are dominated by information transfer between NCK nodes (NCK \( \to \) NCK, shown in aqua in figure 5). The most biologically distinctive regime \( (x_f, x_b) \) is, by contrast, dominated by information transfer between CK nodes and NCK nodes, i.e. CK \( \to \) NCK (purple) and NCK \( \to \) CK (orange; see electronic supplementary, table S1).

Figure 5. Scaling relations for information transfer for the fission yeast (a) and budding yeast (b) cell-cycle networks. Data shown are the same as in figure 2 with data points divided into four classes of information transfer: CK \( \to \) CK (yellow), CK \( \to \) NCK (purple), CK \( \to \) CK (orange) and NCK \( \to \) NCK (aqua).

4. Conclusion

Support for the viewpoint that information is not merely descriptive, but instead a key physical aspect of the operation...
of living systems (strong view) requires that at least two conditions are satisfied: (i) biological systems must be demonstrated to somehow be unique in their informational architecture, when compared with other classes of physical systems and (ii) ‘information’ must be shown to be intrinsic to the operation of biological systems, e.g. to the execution of biological function. Our analyses presented here provide us first quantitative data addressing these two conditions, with results lending support to the strong view that biological systems are distinctive in their informational architecture, where the relevant concept of ‘information’ is information processing as quantified by Schreiber’s TE [29].

Our results indicate that SF structure—characterizing the biological and SF networks in our study, but not the ER networks—plays a significant role in increasing information transfer within a network. This result is particularly interesting when considered within the context of the widespread observations of SF structure in various biological networks [35–37]. The ubiquity of SF networks is prima facie explained as a result of their robustness properties. However, the high levels of information transfer in SF networks when compared with ER networks uncovered in this study indicate an alternative explanatory hypothesis may also hold true—that is, that SF networks are widespread in biological systems as a result of their amplified information processing.

Significantly, the enhancement of SF networks over ER networks is not sufficient to explain the information transfer observed for the biological networks. Condition (1) is therefore satisfied by the statistically significant difference between the distribution of ‘information flows’ for biological networks and that of ensembles of ER and SF networks: SF structure taken alone is not sufficient to explain the distribution of information processing for either biological network. This result has important implications for modelling of biological function, which has thus far primarily focused on topological or dynamic properties. In particular, topological features of SF networks—such as power-law degree distribution—are often viewed as sufficient to capture essential features of biological organization due precisely to the fact that they are observed in a number of disparate biological phenomena ranging from metabolic networks to the Internet [35,37]. Our results indicate that an additional criterion for accurately modelling biological function—network models should include the dynamics of information transfer in their construction, and in particular that models should optimize information transfer between nodes, because this feature distinguishes the biological networks in our study from generic SF networks. Our analysis shows that this optimization arises owing to the presence of a subset of nodes that can ‘control’ the dynamics of the network on its attractor landscape, which is a key feature of the distinctive features of biological informational architecture reported here. The newly discovered informational scaling relation is an emergent property of networks that arises from the integration of topology and dynamics as a hallmark of localized control, which cannot be accounted for solely by either topology or dynamics alone.

Additionally, the biological networks in our study are outliers in terms of the total information processed, as quantified by $I_{TE}$ in each network in our study. This concept of information (information processing) satisfies the condition of being not readily copyable to other physical systems, because it is the physical instantiation (causal mechanisms) that give rise to the observed patterns in information flows, and thus is a candidate for satisfying condition (2). Our analysis also, in part, directly addresses condition (2), by connecting the observed distinctive features of the informational architecture of biological networks in figure 2 to their causal structure and their function. The enhancement of information transfer between nodes for biological networks, when compared with SF or ER, is primarily owing to correlations between nodes which are not directly causally connected (non-local)—a frequent signature of collective, or critical states of organization. Typically, criticality is described in terms of long-range correlations in space. Herein, we have shown that for the cell-cycle networks, correlations are in space and time, and are associated with information processing. Interestingly, both biological networks studied have very similar patterns for the distribution of TE among causally connected node pairs (table 2). It is an open question whether this pattern is indicative of cell-cycle function, or a more general pattern of biological organization that might be characteristic of networks with other functions. In particular, because the cell cycle is optimized for processing information through time as a mechanism for keeping track of phases during cellular division, a question of interest is whether other networks, optimized for processing spatial information (for example, the genetic regulation of embryo development [58]), exhibit the same or different informational patterns in their distribution of correlations among causal edges. Future work will determine whether these patterns are ubiquitous features of biological organization as well as connect the patterns uncovered herein to more traditional approaches to physics by considering the connections to energy efficiency and computation as performed by the biological networks to generate testable predictions regarding the physics underlying living matter [59–61].

An important feature of both biological networks in this study, which is shared with other regulatory networks, is the control kernel, defined as a subset of nodes that regulate the attractor dynamics associated with biological function. Our analysis has revealed that most of the biologically distinct regimes of the information transfer scaling relations, $\chi_t$ and $\chi_b$ for the fission and budding yeast, respectively, is attributable to the presence of the control kernel. Information transfer in or out of the control kernel dominates the biologically distinct regime for both networks. Furthermore, for the budding yeast network, the rank deviations most from random are primarily those corresponding to information transfer between control kernel nodes. Although not conclusive that information is intrinsic to function (e.g. that condition (2) holds), our results clearly indicate that the patterns in information processing unique to the biological networks in our study are attributable to the regulation of function by a few key nodes. Interestingly, these nodes have other properties consistent with their information-theoretic interpretation: in particular, the control kernel provides us a mechanism for distinguishability among attractor states for the biological networks. As noted by Kim et al. [43], the set of control kernel nodes takes on a unique and distinct state in every attractor state in the networks studied. They thus provide a means for coarse-graining the state space in a functionally relevant manner (such that the primary attractor associated with function is distinguishable from other attractor states). That the network organizes information flows through these nodes as it executes dynamics of the cell cycle is a highly non-trivial
feature of both networks’ informational structure. We also note that the control kernel nodes were effectively discovered by a causal intervention in the manner of Pearl [62], i.e. by fixing the subset of nodes to their value in the biologically relevant attractor. Combined with our results, this suggests interesting connections between information transfer and top-down causal regulation [63] of biological function, discussed in more depth by us in [31].

We hypothesize that the features reported herein may be common to biological networks of different function, and in particular, that scaling relations in information transfer may be a universal hallmark of biological organization characteristic of life not only here on the Earth, but also potentially elsewhere. Our results are suggestive of previously unidentified information-based organizational principles that go beyond topological considerations such as SF structure, and may be critical to biological function. They thus open a new quantitative framework in support of the strong view that information is indeed intrinsic to life [1,2,10,24], by demonstrating how the informational architecture of biologically evolved networks can distinguish them from other complex physical systems that do not exhibit the same informational properties. This suggests that new ‘informational laws’, with biological informational architecture at their core, might be necessary to account for life and perhaps even the emergence of life.
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**Endnotes**

1. With the exception of the trivial sense in which ‘information’ is used to describe every physical system. From the perspective of the strong viewpoint, information is not only descriptive, but also explanatory [9–11].
2. Herein, we use the terms ‘flow’, ‘transfer’ and ‘processing’ interchangeably in reference to information, and quantify this concept of information using Schreiber’s transfer entropy [29]. This is more informal language than the technical meaning of ‘information flow’ as formulated by Ay & Polani [55], which is a measure of causal flows. Because we do not implement the Ay and Polani measure, herein, we use ‘flow’ to directly connect our quantitative results with the notion of ‘information flow’ as introduced by Nurse (which does not necessarily imply direct causal interaction).
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