Photosynthetic light harvesting: excitons and coherence

Francesca Fassioli, Rayomond Dinshaw, Paul C. Arpin and Gregory D. Scholes

Department of Chemistry, University of Toronto, 80 St George St, Toronto, Ontario, Canada M5S 3H6

Photosynthesis begins with light harvesting, where specialized pigment–protein complexes transform sunlight into electronic excitations delivered to reaction centres to initiate charge separation. There is evidence that quantum coherence between electronic excited states plays a role in energy transfer. In this review, we discuss how quantum coherence manifests in photosynthetic light harvesting and its implications. We begin by examining the concept of an exciton, an excited electronic state delocalized over several spatially separated molecules, which is the most widely available signature of quantum coherence in light harvesting. We then discuss recent results concerning the possibility that quantum coherence between electronically excited states of donors and acceptors may give rise to a quantum coherent evolution of excitations, modifying the traditional incoherent picture of energy transfer. Key to this (partially) coherent energy transfer appears to be the structure of the environment, in particular the participation of non-equilibrium vibrational modes. We discuss the open questions and controversies regarding quantum coherent energy transfer and how these can be addressed using new experimental techniques.

1. Introduction

The biological significance of photosynthesis is indisputable as it is necessary for nearly all life on the Earth. Photosynthesis provides chemical energy for plants, algae and bacteria, while heterotrophic organisms rely on these species as their ultimate food source. The initial step in photosynthesis involves the capture of energy from sunlight. Specialized pigment–protein complexes, called light-harvesting antenna complexes, have evolved for this purpose. The aim of this article is to discuss recent work on how ultrafast energy transfer occurs in light harvesting, in particular the role of coherence. This topic has been prominent in recent experimental and theoretical studies. Owing to the complexity of the processes being examined, there has been much discussion among researchers about what is being measured by recent experiments and what it means. We aim to describe and clarify the current issues.

Light-harvesting complexes are comprised chromophores, light-absorbing molecules, typically attached to a protein structure that holds them in place. Photosynthesis is initiated by the absorption of light by the chromophores, which excites the molecules from the ground state to an electronic excited state. The excited state of a molecule such as chlorophyll is short lived when compared with usual biological processes, relaxing to the ground state after about 6 ns when dissolved in de-oxygenated diethyl ether at ambient temperature and about 4 ns in vivo [1,2]. The singlet excited state lifetime of chlorophyll is reduced compared with the radiative lifetime largely owing to intersystem crossing, which yields triplet excited states of chlorophyll. This process occurs with around a 10 ns time constant [3,4]. Before the molecule(s) can relax, the electronic excitation must be ‘harvested’. That is, the excitation is transferred through space among the chromophores until it eventually reaches a reaction centre where it initiates charge separation. There is a wide variety of light-harvesting antenna structures in nature. They differ in the arrangements of chromophores, chromophore types (e.g. chlorophyll, bilins and carotenoids) and absorption spectra—light can be harvested from the blue wavelengths all the way to the near-infrared. Nevertheless, all antennae complexes are able to...
convert the photogenerated excitations to charge separation with very high efficiency [5]. Quantum efficiencies—the probability of converting an absorbed photon into a charge-separated state—depend on antenna size, light conditions and the organism. They are documented to be in the range of 50–90%. For instance, the light harvesting to charge separation efficiency is in the range of 84–90% for photosystem II of higher plants [6,7].

Recently, some work has stated that quantum coherence is essential for attaining the highly efficient light harvesting in photosynthesis. That is incorrect in our opinion, but there is certainly mounting evidence that coherence effects are involved in the dynamics—and therefore the mechanism—of ultrafast light-harvesting processes. The key to this efficiency is better understood as a balance between the ultrafast (femtosecond to picosecond timescale) transfer of electronic excitation within- and between-antenna complexes compared with the time for relaxation to the ground state and the scaling of the excitation diffusion time with the size of the antenna system. Many biophysical studies have therefore focused on elucidating the mechanism of this energy transfer [8–13].

A plan of the organization of light-harvesting complexes around reaction centres in a thylakoid membrane is shown in figure 1. This is representative of higher plants or green algae [19]. The reaction centre, once photoexcited, initiates photosynthetic energy transduction via a series of electron transfer reactions. Specifically that involves excitation of the 'special pair' of chlorophylls in the centre of the red-coloured chlorophylls labelled RC. There we show the reaction centre from photosystem II, stripped of the protein scaffold in the lower part of figure 1a. Surrounding the reaction centres are major and minor chlorophyll-containing antenna complexes that bind, in total, about 200 chlorophylls per reaction centre. Light harvesting involves the absorption of sunlight.
by any of these chlorophyll chromophores and subsequent transfer through space of that electronic excitation to the special pair of a reaction centre.

The major light-harvesting complex shown in figure 1a is LHCII. It is seen as trimers of individual LHCII proteins. Each LHCII binds 15 chlorophylls and a typical absorption spectrum is shown in figure 1b. Chlorophyll a absorbs, on average, at 675 nm and chlorophyll b at 650 nm. Biophysicists work out the pathways and timescales of energy transfer among these chlorophylls. To do that, we need to map spectral signatures of the chlorophylls onto a structural model. It has been found that spectroscopic signatures often indicate coherently shared excitation over two or three chlorophylls (see §2). Such a coherently delocalized excitation is known as an exciton. This is indicated in figure 1b and correspondingly in the structural model of figure 1c. In this paper, we discuss the definition, detection and consequences of these bands of coherently shared excitations in light-harvesting complexes.

1.1. Energy transfer and the question of coherence
Transfer of electronic excitation energy in light-harvesting systems happens through the mechanism that is broadly known as resonant energy transfer (RET) [20–26]. Traditionally, this transfer has been assumed to happen in the Förster [27] limit of RET, where electronic excitations incoherently ‘hop’ between states localized on individual chromophores. The main justification for this description of energy transfer being the notion that electronic coherence between chromophores, that is, quantum superpositions of excited electronic states of different chromophores, is rapidly destroyed by the environment of the antenna molecules (specifically by stochastic energy fluctuations). These energy fluctuations derive from the interaction between electronic excitations of the chromophores and vibrational degrees of freedom of the environment, arising mainly from fluctuations in the protein and solvent surrounding the light-absorbing molecules. The physical fluctuations cause electrostatic fluctuations that modulate the transition energy of the embedded chromophores [28]. As we explain in §2, the subsistence of electronic coherence depends on the strength of the electronic coupling between chromophores. In light-harvesting antennae, these couplings can become significant because chromophores are densely packed to enhance the absorption cross section of the antenna. As a consequence, stable ‘excitons’ are commonplace in light-harvesting antenna and Förster theory is not generally valid. Furthermore, new evidence indicates that electronic coherence can survive in the biological environment for weaker electronic coupling than previously thought. Therefore, microscopic descriptions for RET mechanisms that go beyond Förster theory are needed to adequately describe light harvesting [29]. There has been a convergence of interest on these topics from different fields, and as a result of an influence of quantum optics research, these deviations from the Förster incoherent picture of energy transfer are now often referred to as non-trivial quantum effects in photosynthetic light harvesting. It is these effects that we discuss in this review.

Within a light-harvesting antenna, the concentration of chromophores, for example chlorophyll, can be as high as 0.6 M. This is likely to be the key optimization in light-harvesting complex ‘design’. As a consequence, the interchromophore separations are close—of the order of 10 Å centre-to-centre for the nearest neighbours. Electronic coupling scales quite steeply with distance (the inverse of chromophore separation cubed at long separations), therefore we find strong electronic interactions between chromophores in antenna complexes. Instances of strong coupling result in delocalized excited states or excitons, as foretold in figure 1. In this case, the electronic excited state is delocalized over two or more chromophores and the quantum-mechanical wave function has a particular pattern of amplitudes across the molecules. Formally, this means that the excitation is in a quantum superposition of the electronically excited states of different molecules or simply, in a state where there is electronic coherence among chromophores. Although not always present, delocalized excited states provide the most evident and widely available signature of quantum coherence in photosynthetic light harvesting, and probably the most important too. Excitons can extend over multiple chromophores [30–32] and can have a profound impact on the electronic structure and hence optical properties of the system as well as on energy transfer dynamics. Clear examples of excitons have been discovered in ensemble-averaged linear and nonlinear spectroscopy experiments [31–39] as well as single-molecule spectroscopy of LH2 from purple photosynthetic bacteria [40,41]. The latter have provided strong evidence for delocalized excited states immediately after the excitation of a single LH2.

The implications of delocalized excited states on energy transfer can be twofold. First, groups of strongly interacting chromophores can behave as effective donors and acceptors of excitation while transfer remains incoherent. This effect is captured by generalized Förster theory [42–45] that describes the incoherent transfer of energy between delocalized electronic states. In strongly delocalized systems, similar to J- and H-aggregates, exceptional enhancements of energy transfer rates, sometimes called ‘supertransfer’, are possible [46]. Additionally, a subtler quantum effect may take place. Rather than excitation ‘hopping’ between—possibly delocalized—states, excitation may delocalize over donor and acceptor states such that their relative phases evolve quantum coherently. This excitation transfer, which appears wave-like in a perfect periodic system, implies that different energy transfer pathways could be realized simultaneously altering transport properties through quantum interference [47–52]. Recent breakthrough experiments using two-dimensional electronic spectroscopy (2DES) have shown evidence of long-lived oscillatory features in the two-dimensional spectra of several light-harvesting complexes. This oscillatory behaviour had been first interpreted as a signature of quantum coherent evolution of superpositions of electronic states. We discuss later in §4 that vibrations also contribute to these oscillations, potentially playing a role in modulating electronic delocalization, so it is more accurate to speak of vibronic coherences. These non-trivial quantum effects could modify energy transfer dynamics to some extent.

The observations suggesting long-lived quantum-mechanical evolution of electronic coherences in photosynthetic antenna proteins have prompted a huge amount of theoretical research aiming at understanding how electronic coherence and in particular, quantum dynamics can be sustained in the complex biological environment. These theoretical studies are important because they explore whether coherences influence energy transfer dynamics, something not detected by the 2DES experiments. Several possible mechanisms supporting
coherent dynamics have been identified. These include weak electron–vibration coupling, spatially correlated [49,53–56] environmental fluctuations at different chromophores and a slowly relaxing vibrational environment [57]. However, calculations so far indicate that environments at different chromophores are more or less independent [28,58]. The importance of the environment around the chromophores in light-harvesting complexes is indicated by the Stokes shift—the energy difference between the absorption and fluorescence maxima. The Stokes shift measures two times the ‘reorganization energy’, which tells us how strongly the electronic transitions of the chromophores are coupled to the environment. For LHCII the chlorophyll-α Stokes shift has been ascertained [59] to be approximately 110 cm$^{-1}$, which is notably reduced compared with chlorophyll-α in solution, which ranges from 135 to 200 cm$^{-1}$, depending on solvent polarity [60].

In many light-harvesting systems, the coupling of the electronic transitions to the environment, the reorganization energy mentioned earlier, is typically similar in magnitude to the electronic coupling between chromophores (the ‘dipole–dipole’ coupling that exchanges electronic excitation) [61,62]. This so-called ‘intermediate’ coupling regime makes solving energy transfer problems difficult, because all the energy scales are similar, so neither the electronic coupling (cf. Förster theory) nor the excitation-bath coupling (cf. Redfield theory) can be considered to be a small perturbation. Moreover, the typical timescale associated with equilibration of the protein and solvent environment of chromophores in response to electronic excitation is often comparable with the timescale of excitation dynamics, adding a further challenging aspect for theory [57,62,63]. In addition, strong coupling to selective vibrations, for example of intramolecular origin, are commonplace in molecular systems [64–66]. This means that non-equilibrium vibrational dynamics can actively participate in energy transfer and are likely to be underlying, at least partly, the observation of long-lived coherent dynamics [57,67,68]. These are the ingredients that need to be considered collectively in realistic theories for energy transfer in light harvesting, which will give the reader a feel of why this has been a difficult problem to investigate. Furthermore, given the complexity of any reasonable theory, the need for experimental insight is crucial.

The experimental findings have raised the question of whether coherent dynamics are significant for optimizing photosynthetic light harvesting. Though it has been recognized that delocalized donor and acceptors states may enhance transport in an incoherent transfer scenario [45,69–71], it is yet unclear whether exciton delocalization between acceptors and donors and the consequent coherent dynamics of excitations may provide a decisive advantage for light harvesting—although it is clear that the mechanism of energy transfer is modified. Furthermore, there is a current debate on whether coherent energy transport is present at all under natural sunlight illumination and its possible relevance for efficient transfer, and discuss what we have learnt so far from 2DES experiments and future experimental directions.

2. Photosynthetic excitons

The exciton model was originally introduced to describe electronic excitations in solid-state materials. In the context of molecular systems, the model was adapted by Davydov [75,76] to treat excitations in molecular crystals. Building on the work of Davydov, the exciton model has been extended to describe the interaction of excitations in other molecular systems [77–79] and, in particular, the interaction of chromophores in photosynthetic antennae. One of the major differences between the understanding of excitons in the context of solid-state systems and molecular systems is the extent of delocalization of the excitation. Photosynthetic excitons are fairly localized; the typical delocalization length in the steady state only being two to four chromophores (with the notable exception of the chlorosome antenna), and in many cases the excited states can be approximated to be fully localized to one molecule [30,32].

When chromophores are photoexcited, they interact with each other by a coulombic interaction between their transition densities [23,80,81]. This coupling exchanges electronic excitation between molecules. At large separations between the chromophores, this interaction is a dipole–dipole coupling between transition dipole moments and the exchange of excitation is slow compared with dephasing and relaxation processes accompanying the Stokes shift, so excitation hops incoherently by the Förster mechanism. When the electronic coupling is large relative to the homogeneous line broadening (or equivalently, the reorganization energy) and electronic energy differences between the chromophores, then the interaction modifies the stationary states of the system relative to the isolated chromophores. The simple reason is that now we cannot differentiate where the excitation is, so the correct eigenstates are a linear combination of the possibilities. The key assumption of the molecular (Frenkel) exciton model in the context of photosynthetic systems is that the coulombic interaction between chromophores, is weak compared with the forces defining the electronic structure of the isolated molecules. Consequently, the electronic structure of individual chromophores is relatively unchanged by the interaction and the electronic states of single molecules remain a good basis to describe the state of the system (under the Born–Oppenheimer approximation). Formally, this means that the interaction leads to eigenfunctions of the modified Hamiltonian that are given by a linear combination of the eigenfunctions of the isolated chromophores.

An example of a molecular exciton is shown in figure 2. The left-hand side of the figure shows the structure and absorption spectrum (in the spectral region of the third allowed singlet–singlet transition) of a naphthalene-type
chromophore. On the right is a dimer held in fixed orientation by a norbornalog bridge. The electronic coupling is very strong, estimated to be about \(890\ \text{cm}^{-1}\), and this coupling causes the excited electronic states of the dimer to be delocalized over both chromophores [82]. The two linear combinations of excitation being on the left or right chromophore define the phases of the excitation in each of the exciton eigenstates. These eigenstates are clearly observed as a splitting of the single absorption band from the monomer spectrum. The energy of this exciton splitting is twice the splitting. To understand what happens in this figure 2, will be obscured if the absorption bands are wider than the splitting. It is evident that exciton splitting, similar to that shown in [82], (Online version in colour.)

2.1. The technical language of excitons

For a full description of the behaviour of excitons, it is not sufficient to describe how electronic states interact with each other. It is necessary to further describe how they interact with the surrounding environment. In particular, the interaction with the environment induces disorder in the system, by causing both heterogeneity and dynamical fluctuations in electronic parameters, which can greatly influence the extent of exciton delocalization and dynamics. Qualitatively it is evident that exciton splitting, similar to that shown in figure 2, will be obscured if the absorption bands are wider than the splitting. To understand what happens in this regime, we need more detailed models.

Of particular relevance is the interaction between electronic excitations and vibrational modes. Both the protein scaffold to which chromophores are attached and the solvent medium are usually modelled as a continuum of low-frequency vibrational ‘modes’ that interact with the electronic excitations. Additionally, molecular vibrations of the chromophores, including high-frequency modes, are also typically identified in the vibrational spectra of chromophores. The vibrational degrees of freedom are usually modelled as a collection of harmonic oscillators. Each of these vibrations is quantized, in analogy to the concept of phonon, the elementary quanta of vibrational excitation, in crystal lattices. Borrowing then the language from solid-state materials science, the interactions between the excitation and the vibrational degrees of freedom are often described as electron–phonon interactions [83]. Note, however, that phonons in the solid-state sense are not a sensible physical description of the fluctuations in solutions and complex environments, where the modes and their frequencies are continuously changing [84]. Nevertheless, the concept of phonons in the phenomenological sense has been valuable as a basis of models for energy transfer.

2.2. Electronic structure of excitons

In the simplest treatment of electronic excitations in light-harvesting systems, each chromophore labelled \(i\) is modelled as a two-level system with single electronic transition energy, \(E_i\) the so-called site energy. The interaction between the transition dipole moments of two chromophores \(i\) and \(j\) is described by the electronic coupling parameter, \(V_{ij}\). Within the single-excitation manifold, the basis for calculating the energies and wave functions for a system with \(N\) interacting chromophores is the Frenkel exciton Hamiltonian

\[
H_{el} = \sum_{i=1}^{N} E_i |i\rangle\langle i| + \sum_{i \neq j}^{N} V_{ij} |i\rangle\langle j|.
\]

where \(|i\rangle\) denotes the state with chromophore \(i\) excited and all others in the ground state. Owing to the electronic interaction between chromophores, the eigenstates of the electronic Hamiltonian, \(H_{el}\) also commonly known as Frenkel excitons, are delocalized among several molecules. This delocalization can have a profound effect in multi-chromophoric systems, creating new absorption bands and changing energy transfer dynamics.
To analyse dynamics that can involve quantum coherences, it is useful to describe the probabilities of different states being excited in terms of the density matrix. Off-diagonal terms contain information about superposition states (coherences in the quantum-mechanical sense). The general form of the density matrix $\rho(t)$ describing the state of $N$ chromophores at time $t$ after photoexcitation is given by

$$\rho(t) = \rho_0(t) |0\rangle \langle 0| + \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{ij}(t) |i\rangle \langle j|,$$

where $\rho_0(t)$ accounts for any losses that relax the system to the ground state $|0\rangle$, and $\rho_{ij}(t)$ describes the populations ($i = j$) and coherences ($i \neq j$) in the site basis. We note that coherences are basis dependent, that is, they depend on whether we choose to write the density matrix in terms of localized molecular states or exciton states. The term electronic coherence usually refers to coherence in the site-basis, while excitonic coherence denotes coherence in the electronic eigen-basis. While differentiating the site and excitonic basis is clear for a ‘pure’ state, recall that the density matrix is an average over the ensemble. Each member of the ensemble will be in a slightly different state, some excitons more localized than others. The details of this distribution will be hidden once the average is taken. For example, it is not obvious simply from inspection of the density matrix of a three-molecule system whether excitation is coherently shared among all three molecules or shared between pairs of molecules.

The LH2 complex, isolated from purple bacteria, is one of the most widely studied light-harvesting complexes provides clear evidence for delocalized excited states. Many experiments and calculations have shown how excitons can substantially change the electronic structure of an antenna as well as the energy transfer dynamics. The LH2 complex contains only one type of chromophore, the bacteriochlorophyll-α molecule. It is normally comprised eight or nine subunits circularly arranged, binding three bacteriochlorophylls each that give rise to two rings. In one ring, the B850 ring, there are 16 or 18 closely packed bacteriochlorophyll-α molecules; owing to their close mutual proximity and their preferential orientations, the coupling between these chlorophylls is strong, with the nearest neighbour coupling being approximately 300 cm$^{-1}$ [85]. In the B800 ring, there are eight or nine loosely spaced bacteriochlorophyll-α molecules where adjacent molecules have a 30 cm$^{-1}$ electronic coupling. The absorption of the B800 ring occurs at 800 nm, corresponding to the absorption of isolated bacteriochlorophyll-α molecules, while the B850 ring is red-shifted to 850 nm. This shift is in part a response to interactions between the chromophores and the protein; however, an important contribution is owing to the strong coupling between molecules, which shifts the absorption resonance frequency to the new eigenenergy of the exciton [8,86]. The strength of electronic couplings and the associated level of exciton delocalization within the B800 and B850 rings can be clearly seen in the single-molecule fluorescence-excitation spectra of LH2 complexes. The spectra reveal a fundamentally different structure in the absorption bands around 800 and 850 nm, consistent with absorption of the B800 ring to populate localized excited states of the different bacteriochlorophyll-α molecules in the ring, while absorption of B850 ring populates exciton states delocalized over the entire ring [40,41]. In addition to changing the electronic landscape of the system, excitons in LH2 also change the energy transfer dynamics by setting up a gradient, which allows excitation to flow downhill from the high-energy B800 ring to the lower energy B850 ring.

The example of LH2 is not an isolated illustration of strong electronic coupling between chromophores modifying the electronic structure of a light-harvesting complex; exciton states are in fact common among light-harvesting proteins. Present in all higher order plants, the PSI complex has been shown to include sections of strongly coupled chlorophyll molecules [87]. Although the majority of dynamics in PSI do not rely on strongly coupled chromophores, it has been speculated that the presence of excitons may affect some of the more subtle steps, including the step involving trapping the excitation at the reaction centre [87]. Another example of strongly coupled chromophores is found in the light-harvesting machinery of some cryptophyte algae [30,88,89].

### 2.2.1. Sources of exciton localization

To understand in more detail delocalized excited states and when these can become significant for light harvesting, it is necessary to distinguish between two phenomena that, when strong in comparison with the magnitude of the electronic coupling, lead to localization of excitations. These are: (i) energetic disorder (heterogeneity of site energies) that results in localization of the eigenstates of the electronic Hamiltonian (equation (2.1)) and (ii) the electron–phonon coupling that induces dynamical localization of an initially delocalized photoexcited state.

**Energetic disorder.** In this case, localization is a consequence of the molecules having electronic transitions that are off-resonant. Generally speaking, the extent of delocalization of the eigenstates of $H_0$ depends on the relative magnitude between the electronic coupling between molecules, $V_{ij}$, and the difference in site energies, $\Delta E = E_i - E_j$. When transitions are near resonant, i.e. $\Delta E \ll V_{ij}$, the eigenstates are largely delocalized between the molecules. In the opposite case of small electronic coupling, $\Delta E \gg V_{ij}$, eigenstates are predominantly localized on single chromophores. Energetically detuned chromophores are commonplace in light-harvesting complexes. For example, differences in the local protein environment of otherwise identical molecules can give rise to differences in transition energies [90–94]. Slow environmental motions, for example conformational changes in the protein, cause random fluctuations in electronic parameters over long timescales (compared with the timescale of exciton dynamics), giving rise to what is known as static disorder. Some antenna complexes use a range of chromophore types, with distinctive transition energies, to further expand their spectral cross section for light absorption and/or engineer an energy funnel. Common examples of antennas containing different kinds of pigments are phycobilisomes from cyanobacteria and red algae, and the antenna proteins of cryptophyte algae, for example phycoerytherin 545 (PE545) and phycocyanin 645 (PC645).

The effect that energetic disorder has on exciton delocalization can be estimated, for instance, in the bacteriochlorophyll-α only B850 ring in the LH2 complex. While the eigenstates of a perfectly symmetric ring can delocalize over the entire molecular aggregate, disorder in site energies breaks the symmetry of the electronic Hamiltonian of the B850 ring, resulting in more localized excitonic states [31,32].
Electron–phonon coupling. The second and most important source of exciton localization is the unavoidable coupling between the electronic degrees of freedom of chromophores and the stochastic fluctuations in the surrounding environment. This means that although the eigenstates predicted by the bare Hamiltonian $H_d$ (equation (2.1)) can be delocalized over several molecules, the environment will tend to destroy phase relations between the excited states of different molecules yielding an excited state that is more localized than that of an isolated system. This interaction induces the so-called dynamic disorder as it modulates electronic parameters on a timescale comparable to excitation dynamics.

The electron–phonon interaction is commonly assumed to be diagonal and given by

$$H_{d-ph} = \sum_{i=1}^{N} \sum_{k} \gamma_k^i \left( b^\dagger_i + b_i \right) |i\rangle \langle i|.$$  

The operators $b^\dagger_i$ ($b_i$) are phonon operators that create (annihilate) a phonon mode of frequency $\omega_k$ and $\gamma_k^i$ is the coupling between the electronic transition and each mode. The effect of the environment in equation (2.3) can be interpreted as a dynamical modulation of transition energies of the molecules. Such dynamical modulation happens during energy transfer, shifting the energy of the molecules constantly in and out of resonance. The distribution of ‘phonon’ frequencies in the environment and their coupling to the electronic transitions of the chromophores is characterized by the spectral density, $I(\omega) = \sum_k |\gamma_k^i|^2 \delta(\omega - \omega_k)$, and the energy associated with equilibration of the environment after excitation is quantified by the reorganization energy $\lambda' = \int_0^\infty I(\omega) d\omega$.

$\lambda'$ When electronic interactions are much stronger than the coupling to the environment, $V \gg \lambda'$, relaxation takes place between the excitonic states that diagonalize the electronic Hamiltonian $H_d$ (equation (2.1)). In thermal equilibrium, the system is found in a statistical mixture of electronic eigenstates, and therefore the excitation remains to some extent delocalized. This is illustrated for an electronic dimer consisting of two resonant molecules in figure 3. At $t = 0$, light excites the highest exciton (figure 3a) which is fully delocalized as the transition is assumed to obey the Franck–Condon principle of vertical transitions (phonon modes are unaltered immediately after the electronic transition). In the steady state (figure 3b), when the electronic system equilibrates with the phonon environment, the state of the electronic system is given as a classical mixture of excitonic states. In the very strong electronic coupling regime, these excitonic states correspond to the electronic eigenstates of $H_d$ (figure 3b(i)).

Away from the limit of very strong coupling, the electron–phonon coupling effectively renormalizes the basis in which the electronic system relaxes and the excitonic states that diagonalize the density matrix in the steady state are more localized than the electronic eigenstates (figure 3b(ii)). This phenomenon is associated with polaron formation—an electronic state dressed by phonon modes—is referred to as dynamical localization [95–99]. Under very weak electronic coupling, $V \ll \lambda'$, electronic states are fully dressed by the environmental phonons and the excitation is completely localized. In thermal equilibrium, individual chromophores are populated according to a Boltzmann distribution. The latter is the regime of validity of Förster theory.

2.3. Quantifying exciton delocalization

The importance of excitons in the light-harvesting function has motivated a considerable amount of research aimed at determining the degree of delocalization or ‘length’ of excitons. The delocalization length of a pure state, i.e. a well-known state, of the general form $|\psi\rangle = \sum_{i=1}^N a_i |i\rangle$ describing the excited state of a molecular aggregate of $N$ chromophores can be determined through the inverse participation (IPR) $IPR = \sum_{i=1}^N |a_i|^4$. The IPR ranges from 1 for a fully localized state to $1/N$ for a completely delocalized exciton. Calculation

Figure 3. Dynamical localization in an electronic dimer. (a) At $t = 0$ light excites a fully delocalized electronic state. (b) The interaction with the phonon modes induces relaxation and dephasing, and the steady state of the system corresponds to a statistical mixture of electronic states. In the strong electronic coupling regime (i) the system is in a mixture of the fully delocalized excited states that diagonalize the electronic Hamiltonian (equation (2.1)). Otherwise (ii), the environment induces dynamical localization such that the excited states that diagonalize the density matrix in the steady state are more localized than the electronic eigenstates.
of the exciton size of the eigenstates of the bare electronic Hamiltonian (equation (2.1)) with the IPR is thus straightforward. The problem of determining the extent of delocalization of the excited electronic states is however much more complex when dealing with a system subjected to decoherence, that is, the loss of quantum coherence owing to interaction with the environment. Therefore, recently more sophisticated measures for delocalization have been explored.

The difficulty in quantifying exciton length under the electron–phonon coupling is, first of all, that the environment induces mixedness in the system. Even if the initial photoexcited state is well known (pure, i.e. described by a wave function), at later times the state of the system is generally described in terms of an ensemble of pure states in the density matrix formalism. Therefore, measures of exciton delocalization, for example the IPR, are not applicable. Furthermore, as mentioned in the previous section, dynamical localization results in relaxation in a basis that is more localized than the bare electronic eigenbasis.

To understand how mixedness comes into the picture when thinking about exciton delocalization, consider, for example, the strong electronic coupling limit. In the steady state, energy transfer can be described as incoherent transfer between electronic eigenstates (relaxation in this case, as internal conversion in molecular spectroscopy). However, even when the system has relaxed in the delocalized eigenbasis, the fact that the state of the system is mixed (with electronic eigenstates thermally populated) implies loss of electronic coherence in the sense that the magnitude of electronic correlations (off-diagonal elements of the density matrix in the site basis) are in general decreased [36,100,101].

In the quest for appropriate measures to quantify exciton delocalization under the electron–phonon coupling, researchers have recently applied concepts from the field of quantum information, namely entanglement, to multi-chromophoric energy transfer [102–106]. While claiming that entanglement itself is present in light-harvesting systems might not be the best way to think about excitons in the context of light harvesting [107], measures of entanglement are nevertheless useful to characterize the time evolution and spatial distribution of quantum correlations in molecular aggregates subjected to decoherence. They give a detailed picture of how excitation is delocalized and how coherent sharing of excitation evolves with time. Such measures are used to analyse the system’s density matrix and capture the extent of delocalization of the basis in which the system relaxes and the environmentally induced loss of purity. The measures are able to characterize quantum correlations between distant chromophores going beyond traditional measures that only provide average delocalization lengths that do not correspond to any physical length.

3. Excitation dynamics and the regimes of energy transfer

The previous section introduced the concept of excitons in photosynthesis. In addition to assisting in interpretation of the linear absorption spectrum, the exciton model provides important tools for the understanding of the dynamics of an electronic excitation after photoexcitation, in particular, how an excitation migrates within an antenna and from an antenna to a reaction centre. In the first part of this §3.1, we overview the models used to describe the dynamics of a photosynthetic exciton. One of the major challenges in developing a consistent description of how an excitation migrates in a photosynthetic protein is that in many cases both the electronic coupling between chromophores and the coupling between the chromophores and the environment is significant and comparable. In the following section, we briefly describe the two limiting cases where well-developed models are available: Förster theory, which applies to the regime where coupling between the chromophores and the environment dominates, and Redfield theory which assumes strong electronic coupling between sites and allows for coherent oscillations of the populations at individual chromophore sites. In the second part (3.2), we describe how the interaction with phonons can affect the migration of an excitation in the intermediate regime where both electronic coupling between chromophores and the coupling to vibrational modes are significant.

3.1. Detailed explanation

The time evolution of the density matrix of the electronic system and phonon environment is given by the Liouville–von Neumann equation \( \dot{\rho}_{el-ph}(t) = -i[H, \rho_{el-ph}(t)] \), where \( H = H_d + H_{d-ph} + H_{ph} \). The system’s density matrix is obtained in the standard way by tracing out the degrees of freedom of the environment \([108]\) \( \rho(t) = \text{tr}_{ph}(\rho_{el-ph}(t)) \).

In the strong electron–phonon coupling regime \( (V \ll \Gamma) \), energy transfer is described by the theory of Förster RET. It corresponds to a second-order perturbation theory with respect to the electronic coupling and describes a classical ‘hopping’ of excitation between states localized on single chromophores. Within Förster theory, all coherences between sites are neglected leading to a master equation for the populations \( p_i(t) = \langle i|\rho(t)|i \rangle \) only, in terms of the transfer rates \( k_{ij} \) from a site \( i \) to a site \( j \) (simply coupled rate equations)

\[
\dot{p}_i(t) = -\sum_{j \neq i} k_{ij} \ p_j + \sum_{j \neq i} k_{ji} \ p_j.
\]

When delocalized excited states become significant in light harvesting, theories that go beyond Förster are necessary to describe energy transfer. One natural extension of Förster theory is given by generalized Förster theory \([42–45]\). Here, excitation delocalizes within a domain of strongly interacting chromophores but not between different domains. It is assumed that within a domain excitation thermalizes (in a delocalized basis) much faster than any interdomain transfer. These delocalized excitons then behave as effective donors and acceptors of electronic excitations for transfer between different domains of chromophores. Populations of these new donors/acceptors evolve according to a rate equation similar to equation (2.3). Generalized Förster theory is usually applied to model energy transfer between different molecular aggregates, such as between the B800 and B850 rings in the LH2 [43,69] and intercomplex transfer, e.g. the LH2 to LH1 transfer [109].

Both Förster-type incoherent RET mechanisms described above neglect any coherence between donors and acceptors (either sites or delocalized states) justified by a weak electronic coupling between them. However, within an antenna protein, electronic couplings can be sufficiently large (in comparison with the coupling to the environment) to allow excitation to be coherently shared among donors and
acceptors during energy transfer. In this case, exciton transport cannot be fully described by rate equations involving populations only but rather involves coherent evolution of exciton. This means that coherences, i.e. the off-diagonal elements of the density matrix, oscillate with well-defined phases. Unlike the case of diffusive incoherent transport, there is no basis in which the electronic density matrix is diagonal at all times.

Coherent exciton evolution implies that both electronic and exciton (eigenstate) coherences exhibit oscillatory behaviour. On the other hand, it may or may not manifest as significant coherent oscillations in the time evolution of populations. In particular, while coherent exciton dynamics implies coherent evolution of site populations, coherence-to-population exciton transfer may not be so significant as to lead to coherent evolution of electronic eigenstate populations. For instance, in the purely coherent regime eigenstate populations do not evolve in time while site populations coherently oscillate. Here, we refer to coherent energy transfer as a transport where coherent excitation dynamics take place. In other words, we mean transport where populations of chromophores (i.e. site basis) oscillate coherently, even when the energy of the system may not oscillate. This is to distinguish from purely incoherent excitation transfer. We note that the site basis can be meaningful if we remember that antenna proteins are not isolated but ultimately need to transfer energy to the reaction centre, which is sometimes coupled to a single molecule (e.g. in FMO chromophore ‘3’ couples to the reaction centre). Alternatively, coherent energy transfer has been defined as the regime, where electronic eigenstate populations show a coherent oscillatory evolution [110].

In order to illustrate how coherent exciton dynamics can accompany and possibly influence energy transfer, we consider the limit of strong electronic coupling (weak electron–phonon interaction). In this regime, energy transfer can be described by the well-known Redfield theory. Like Förster theory, Redfield theory is a second-order perturbation theory, this time with respect to the electron–phonon interaction. Furthermore, standard versions of Redfield theory make use of the Markovian approximation, which assumes that the environment equilibrates infinitely fast after an electronic transition from the ground to the excited state. Therefore, transfer of excitation happens from equilibrium phonon states [62]. Redfield theory is usually employed within the secular approximation, which guarantees positivity of the electronic density matrix. In this approximation, the density matrix describing the electronic degrees of freedom in the eigenstate basis \(|\psi_i\rangle\) of \(H_0\) evolves according to

\[
\langle \psi_i | \rho(t) | \psi_j \rangle = \left\{ \begin{array}{ll} -i \omega_{ij} & \text{for } i \neq j \\ -\sum_{k \neq i} R_{ik} \langle \psi_i | \rho(t) | \psi_k \rangle + \sum_{k \neq i} R_{ki} \langle \psi_k | \rho(t) | \psi_i \rangle & \text{for } i = j. \end{array} \right.
\]

Equation (3.2) shows that coherence between eigenstates oscillates with a frequency \(\omega_{ij} = \epsilon_i - \epsilon_j\), proportional to the energy difference between the two excitons and that the environment induces dephasing of coherences at a rate \(\Gamma_p\). The environment also induces relaxation between (delocalized) eigenstates at rate \(R_p\). Under this regime, coherences and populations are decoupled in the exciton basis. It thus appears at first glance that the mechanism of energy transfer in this regime has little difference from that described by generalized Förster theory. However, one fundamental distinction between the two is that in this case relaxation of excitons is accompanied by coherent evolution of exciton coherences. This translates into populations in the molecular (site) basis that oscillate coherently, which is not captured by Förster-type mechanisms. Therefore, under this regime of weak electron–phonon interaction, coherent excitation transfer is possible following a photoexcitation during a transient timescale that will be determined by how fast dephasing occurs.

Although Redfield theory can provide useful insights into how coherent dynamics can influence energy transfer, it is not generally valid. First, it relies on the assumption of weak coupling to the environment, and second it employs the Markovian approximation. In many light-harvesting antennae, electronic interactions lie in the challenging intermediate coupling regime, making perturbative treatments inappropriate to model energy transfer [61,62]. Furthermore, often the timescale of environmental relaxation is comparable to electronic dynamics, such that the Markovian approximation fails [57,62,63]. In this case, the environment cannot be assumed to react infinitely fast to electronic excitations, and therefore non-equilibrium phonon dynamics take place. The effect of this time-dependent equilibration of the environment will be particularly important when the coupling of the system to the environment is not weak. The relevance of the slow motion of the environmental degrees of freedom of chromophores has led to the development of theories for coherent energy transfer beyond the perturbative limit of Redfield theory and Markovian assumptions [99,111–115]. As we discuss next, non-equilibrium phonon dynamics can significantly alter energy transfer and the timescale of coherent energy flow in the photosynthetic antenna.

### 3.2. Coherent exciton dynamics and non-equilibrium phonons

Both the smooth continuous density of low-frequency vibrational modes, likely arising from the protein and solvent, and the discrete vibrational modes of intra- or intermolecular vibrations can participate in energy transfer out of equilibrium. In the former case, the low-frequency continuum part of the spectral density is characterized by a timescale \(\tau_{relax}\) that determines how fast the environment relaxes to an equilibrium configuration. If \(\tau_{relax} \ll V^{-1}\), transfer can be assumed to happen from equilibrium phonon states, and consequently the Markovian approximation is valid. Otherwise, non-equilibrium phonon processes take place [62,63]. The second source of non-equilibrium phonon dynamics comes from discrete modes that strongly couple to the system [64–68,116–118]. One way of capturing such phonon dynamics is to explicitly include them as part of the system under study while the rest of the phonon modes can be treated as the (possibly in equilibrium) environment [116,118].

Much interest has been focused on the influence of a slowly relaxing environment associated with the smooth part of the spectral density on coherent exciton dynamics. Studies have shown that such an environment can protect quantum coherence and hence support coherent energy transfer for longer times than environments inducing purely Markovian exciton evolution [57]. The timescale of relaxation \(\tau_{relax}\) also determines the timescale of environmental correlations [62] during which the environment has a memory of the previous state of the system. Hence, during \(\tau_{relax}\) phase relations of electronic states that have
been destroyed by the environment can be reintroduced to the system, thus sustaining quantum coherence. Non-Markovian exciton dynamics are also expected when the electronic system couples to selective vibrations. Indeed, recent studies have found that discrete non-equilibrium vibrations that are resonant with differences in energy of electronic eigenstates can also sustain coherent dynamics for long timescales consistent with those reported in experiments [67,68]. Importantly, reference [67] has shown that in the presence of such resonant non-equilibrated discrete modes, coherent dynamics supports fast and directed (non-cascade) transfer of excitations towards acceptor chromophores in disordered antennas, providing a functional role for coherent dynamics in the system under study.

While many studies have investigated how non-equilibrium phonons can sustain coherent excitation dynamics, less attention has been paid to the possibility that the same mechanism can support the creation of coherence and coherent energy transfer from an initial state with no superpositions between excitons. It is conceivable that such processes induce coherent dynamics even in the absence of initial exciton coherences. For example, within the weak coupling and Markovian approximations of Redfield-secular theory described by equation (3.2), coherent dynamics can be present if and only if there are coherences between electronic eigenstates initially (e.g. as generated by ultrafast laser pulse excitation). Otherwise, no oscillatory behaviour is present during energy transfer and dynamics are fully described by incoherent hopping of excitons. In a recent study, we have discussed how the time-dependent equilibration process of the low-frequency continuum of environmental modes can induce coherent energy transfer when the initial electronic state corresponds to an eigenstate of the electronic system [73]. Thus, coherent energy transfer can arise not only as a consequence of preparing the molecular aggregate in a coherent superposition of electronic eigenstates, but environment-induced coherent excitation dynamics are also possible.

Figure 4 illustrates the emergence of excitonic coherence and coherent exciton evolution after excitation of an electronic eigenstate of a prototype system consisting of a subunit of the PC645 antenna protein (figure 4a) isolated from cryptophyte algae. The system is excited to the delocalized DBV\(^+\) exciton state, using the HEOM method. (e,f) As in c,d, using the full-Redfield equation to simulate dynamics.
coherent energy transfer. It is therefore likely that the typical coupling to selective vibrations will also induce the emergence of coherent energy transfer from an initial state with no superpositions between excitons.

Coherent energy transfer from an initial eigenstate of the electronic system has immediate implications on our understanding of dynamical localization. As explained, environment-induced coherent energy transfer is partly a consequence of the system relaxing in a basis different from the one that diagonalizes the electronic Hamiltonian. This is essentially what we described in §2 as dynamical excitation localization owing to the environment, where in the steady state, excitations populate states that are more localized than electronic eigenstates. Thus, dynamical localization can in fact imply coherent energy transfer during a transient timescale after photoexcitation. The phenomenon of dynamical localization has been identified in LH2. As revealed by single-molecule excitation spectroscopy, excitation can be delocalized over the entire B850 ring after excitation [40,41]. However, it has been estimated that once the excitation thermalizes, the average exciton size ranges between two and four chromophores. What the results from reference [73] suggest, then, is that in LH2 the process of dynamical localization from an initially delocalized state can involve coherent evolution of electronic excitations.

4. Two-dimensional electronic spectroscopy

Elucidating the energy landscape and understanding excitation energy transfer dynamics in multi-chromophoric systems are significant challenges. Steady-state measurements, such as linear absorption, fluorescence, excitation anisotropy and circular dichroism, provide useful information on the electronic structure of these systems. Vibrational states can be investigated using stimulated resonance Raman spectroscopy [120]. However, congested spectra limit the amount of information that can be extracted from these measurements. Further information on both the energy landscape and the dynamics of the sample requires ultrafast optical measurement techniques.

This section first briefly describes optical techniques that have been used to measure energy transfer dynamics in photosynthetic proteins. Recent examples of experimental evidence for coherent exciton dynamics in photosynthesis are discussed, highlighting the challenges in clearly interpreting the dynamics observed in the experiments and presenting ways to approach these challenges.

4.1. Ultrafast spectroscopic measurements

In the most common ultrafast spectroscopic measurement, transient absorption spectroscopy, a laser pulse first excites (pumps) a sample and a time-delayed probe pulse monitors the dynamics. For a fixed delay between the pump and probe pulses, the spectrum of the probe pulse is measured after passing through a sample with and without the pump pulse first exciting the sample. From these two measurements, the differential absorption spectrum can be obtained. When one transition is bleached by exciting some fraction of the molecules out of the ground state, there are effectively fewer molecules left to absorb at that transition and there is a change in absorption at the corresponding probe frequency. As the excitation moves from one state to another, the peak of the bleach in the transient absorption spectrum shifts accordingly and the position of the excitation can be followed through the sample. Often this is done with a narrowband pump-pulse, where the wavelength is chosen to excite a single absorption band, and a broadband probe pulse monitors the spectrum of the excitation as it migrates to lower energy states [89]. Measurements of this type obtain information on the rates of decay of photoexcited populations.

Alternatively, a broadband pulse can excite a coherent superposition of multiple chromophore sites. Information on the coherences can then be observed in oscillations of the signal amplitude. The broadband-width pump pulse presents challenges in the interpretation of the data though, as many transitions are excited simultaneously and many energy transfer pathways contribute to the evolution of the signal amplitude as a function of pump-probe time delay.

2DES has emerged as an optical technique capable of creating and probing coherences while still preserving information on both the excitation and emission energies. In addition to elucidating typical optical properties of molecular systems, 2DES can distinguish homogeneous and inhomogeneous broadening and detect correlations between excitonic states [121–127]. 2DES is similar to transient absorption spectroscopy, however two excitation pulses are used cooperatively to excite the sample followed by the third ‘probe-pulse’ which interacts with the sample after a time delay and initiates the radiation of a signal depending on the optical response of the sample. By controlling the delay between the two excitation pulses, information on the excitation energy is obtained in the data analysis and the resulting spectrum plots the optical response as a function of the excitation frequency and detection frequency for a given time delay. Inhomogeneous broadening, which results from chromophores in different protein environments that have varying transition energies (static disorder), elongates the spectrum in the diagonal dimension. Homogeneous broadening depends on system-bath interactions (dynamic disorder) and makes the spectral features become round. Thus, changes in the lineshape of the two-dimensional spectrum can indicate solvation dynamics and spectral diffusion.

4.2. Interpreting two-dimensional electronic spectra

Understanding a two-dimensional spectrum requires knowledge of the energy landscape of the system being measured and the ability to map signatures in a two-dimensional spectrum onto dynamics within that landscape [128–131]. A basic understanding of a two-dimensional spectrum can be achieved by treating one axis as the radiated four-wave mixing signal (or ‘emission’) axis and the other as the excitation axis. In this picture, a two-dimensional spectrum is a map correlating excitation and emission frequencies at a given probe delay. Figure 5 shows a sample two-dimensional spectrum for a model dimer system. Chromophores A and B are assumed to be coupled, non-degenerate chromophores with the exciton splitting shown. The exciton states $\alpha$ and $\beta$ represent states delocalized over the two chromophores. These two states share a common ground state, and consequently excitation of one state bleaches the transition of the other. In the corresponding two-dimensional map, signals along the diagonal represent transitions where the excitation and emission frequency are the same. Off-diagonal signals correspond to transitions where the excitation and emission frequencies are different and represent...
correlations between the corresponding transitions absorbing and emitting at those frequencies.

At time zero, when the sample is probed before the system has evolved, correlations revealed as cross peaks in 2DES can indicate which transitions involve coupled changes in electronic structure. These states are sometimes referred to as possessing a common ground state. This can arise from electronic eigenstates that involve transitions between one or more common molecular orbitals [132]. For instance, excitation of any of the S1, S2 or S3 states of naphthalene will bleach the other two transitions and that would be detected as cross peaks, because these transitions all derive from linear combinations of single excitations between two HOMOs and two LUMOs. Another example is exciton bands, where excitation of the state \( \Psi_a \) in figure 2 will bleach the transition to \( \Psi_{b1} \) and vice versa. The transitions in a vibronic progression will also be indicated by cross peaks.

Growth of the amplitude of a cross peak as a function of population time indicates energy transfer [123]. The position of the cross peak indicates which energy transfer pathway is involved. In addition, coherent superpositions of excitonic states appear as oscillations in the amplitudes of the cross peaks which decay as the coherence dephases. A coherent superposition of states evolves with a phase factor, which takes the form of \( \varphi = i(E_a - E_b)T/\hbar \), where \( E_a \) and \( E_b \) correspond to the eigenenergies of the two states, \( \alpha \) and \( \beta \), in superposition. This leads to oscillations in the amplitude of the cross peaks in the two-dimensional spectrum, as shown in figure 6. Oscillations are observed for both exciton coherences and vibrational coherences [133–135]. Distinguishing between vibrational and electronic coherences in the evolution of a two-dimensional spectrum is currently a topic of investigation [136,137]; a task that is made more difficult by homogeneous and inhomogeneous broadening.

The ability of 2DES to elucidate coherent dynamics in addition to population transfer is one of the features that make two-dimensional spectroscopy appealing. However, identifying the nature of coherences leads to oscillations in a two-dimensional spectrum has become a major topic of discussion in the field of two-dimensional spectroscopy.

4.3. Experimental evidence: electronic and vibrational coherence in photosynthetic light-harvesting proteins

Early reports exploring possible coherence of energy transfer dynamics in photosynthetic light-harvesting complexes came...
from pump-probe measurements of the Fenna–Mathews–Olson (FMO) complex from green sulfur bacteria and light-harvesting complexes LH1 and LH2 from purple bacteria [138,139]. This early work inspired many of the studies, both theoretical and experimental, described in this review. The current surge in interest stemmed from recent work employing 2DES to monitor the dynamics of excitations ensuing after photoexcitation of the FMO complex [140]. The way information is gathered in two dimensions by 2DES enabled a more detailed study of the dynamics in these complex systems. Three groups have reported the observation of oscillations in 2DES attributed to the coherent evolution of electronic excitations in photosynthetic proteins. Studies with the samples at cryogenic temperatures include the FMO complex from green sulfur bacteria, reaction centres from purple bacteria and the peripheral antenna complex LHCCI from higher plants [53,140,141]. Studies have also been undertaken at room temperature [110,142,143]. This work has suggested that coherence may contribute to the functionality of light-harvesting proteins.

In our laboratory, we have studied the primary light-harvesting complexes isolated from cryptophyte algae. Particularly striking results have been attained for phycocyanin 645 (PC645), isolated from *Chroomonas* sp. CCMP270. PC645 is a phycobiliprotein, a light-harvesting antenna protein found in the thylakoid lumen of cryptophyte algae, which contains eight bilins. PC645 contains three different types of bilins—two dihydrobiliverdins (DBV) with a peak absorption of 580 nm, two mesobiliverdins (MBV) with absorption peaks near 610 nm and four phycocyanobilins two with peak absorptions of 630 nm and two with peaks at 645 nm—covalently bound to a protein matrix [144]. The presence of three distinct types of chromophore increases the coverage of the solar spectrum available for photosynthesis by cryptophyte algae. From a spectroscopic perspective, this provides an opportunity to further quantify excitation dynamics in light-harvesting systems. While there is still significant spectral overlap of the different bilins, the different chromophores predominantly absorb light at different frequencies and allow a reasonably clear interpretation of dynamics as the information is more spectrally spread out. In PC645, the two DBV molecules that absorb on the blue side of the spectrum are positioned together at the centre of the protein and have an electronic coupling of 320 cm\(^{-1}\).

Figure 7 compares 2DES spectra recorded for PC645 (*Chroomonas* sp. CCMP270) and PE555 (*Hemiselmis andersenii*). These complexes contain different bilins but have a similar protein structure. Variations in the structure of the proteins among species include the fascinating ‘open’ versus ‘closed’ structures that have recently been discovered by the Curmi group [145]. In the open structure, the central PEB bilins of PE555 are held further apart than central DBVs of PC645, which has a closed structure. The ‘open’ antenna structure reduces the electronic coupling of the central dimer in PE555 considerably compared with the ‘closed’ structure of PC645. Possibly connected with the excitonic dimer, two-dimensional spectra of PC645 show interesting features. In particular, an off-diagonal cross peak that oscillates as a function of waiting time [142,146]. PE555, which has an ‘open’ structure, shows a
fairly round spectrum without distinct cross peaks. The PE555 spectra also oscillate as a function of waiting time but the oscillations are assigned to vibrational wave packet oscillations.

There has been debate over the interpretation of the 2DES experiments. In particular, it has been argued that oscillations owing to vibrational coherences can appear very similar to electronic coherences in 2DES data [147,148]. In a typical photosynthetic protein, there are several vibrational modes accessible by stimulated Raman scattering. These modes lead to oscillations in pump probe and 2DES measurements at very similar frequencies to those reported to be exciton coherences. This has been a significant challenge in the interpretation of the ultrafast measurements.

For the purpose of discussion, here we distinguish two types of coherence—vibrational coherence and electronic coherence. Vibrational coherence here refers to pure nuclear wave packet motion induced by photoexcitation and is characteristic of resonance Raman active normal modes in the molecule on either the ground or excited electronic state. Electronic coherence here refers to the coherent excitation of two electronic states coupled by electronic interactions but uncoupled from any vibrational modes in the system. Assignment of the nature of the modes is critical to a meaningful interpretation of the results. In §4.4, we discuss models that begin to account for the coupling between electronic and nuclear degrees of freedom, probably present in real systems.

Turner et al. [136] took a systematic approach to identify and differentiate signatures of different types of coherences present in their 2DES data. They distinguished types of coherences in the three- versus the four-level system. The three-level system was modelled using a ground state, \(|g\rangle\) and two electronic excited states, \(|a\rangle\) and \(|b\rangle\) assumed to be excitonic states of the system (e.g., model dimer). A coherent superposition between these two electronic states, signalled by the off-diagonal density elements \(|e_a\rangle\langle e_g|\), was considered to give rise to signatures associated with purely electronic coherence between electronic eigenstates. The four-level system was assumed to be the representative of a single chromophore (two-level system) with an additional vibrational level, \(|l\rangle\), in both the ground and excited states. In this case, vibrational coherence was possible as either a ground-state vibrational wave packet, \(|g_0\rangle\langle g_1|\) or as an excited state vibrational wave packet, \(|e_0\rangle\langle e_1|\). The comparison of the expected dynamics of a three- and a four-level system provides a good test case for the simplest model of electronic or vibrational coherence. We note that this procedure for discriminating between electronic and vibrational coherences is really only valid in the strong electronic coupling limit.

Three distinct methods of distinguishing between oscillations from a three- and a four-level system in 2DES were identified in this work owing to the presence of the extra \(|g_1\rangle\) state. Here, we describe one distinguishing feature identified in this work which relied on the ability that 2DES affords to manipulate the time ordering of laser pulses to extract information from a sample. This can be thought of in close analogy to NMR experiments where different pulse sequences can be used to identify different contributions to the signal. A significant difference between NMR and optical two-dimensional spectroscopy is that the optical excitation beams and signal beams in the optical case all have well-defined directions. As a result, for a given spatial geometry, different pulse sequences can be chosen simply by alternating the time ordering of the pulses in the different beams. In one pulse sequence, a photon echo sequence is achieved and referred to as the ‘rephasing’ spectrum. When the time ordering of the first and second pulses is reversed, the resulting spectrum is referred to as a ‘non-rephasing’ spectrum. The evolution of the cross peaks in the rephasing and non-rephasing spectra were predicted to behave differently for a three- and a four-level system. This happens because the presence of an additional vibrational level in the excited state of the four-level system opens several additional pathways capable of creating a coherence on the ground vibrational level.

The observation of oscillations owing to ground-state vibrational wave packet motion is then insensitive to the choice of pulse sequence. However, for the three-level system, there are a limited number of excitation pathways that create a coherence in the excited states and the observation of oscillations is sensitive to the pulse sequence. If the origin of the oscillations in the cross peak arise from a three-level system, then they will only occur in rephasing spectrum. By contrast, oscillations owing to stimulated Raman scattering will be observed in both rephasing and non-rephasing spectra [133,135,136,141,142,147,149,150]. Discerning this signature requires high-quality data because the non-rephasing signal is often significantly weaker than the rephasing signal. For example, a mode may appear above the noise level in the Fourier transform of the magnitude non-rephasing signal, while not appearing in the Fourier transform of the real non-rephasing signal owing to even minor errors in phasing. Conversely, a mode may appear artificially in the magnitude trace because of broad dispersive features centred on the diagonal which overlap the cross peak of interest. A mode may be present in the oscillations of a trace but hidden in the Fourier transformed data by the spectral overlap with features owing to a baseline or population decay that was not properly subtracted prior to performing the Fourier transform. These examples illustrate some of the difficulties that arise when assigning an oscillatory feature based on the absence of a mode in a noisy, weak signal. A careful statistical analysis of data is important when drawing conclusions from such analyses.

In the measured 2DES spectra for PC645, the oscillations of a cross peak observed below the diagonal were monitored. The oscillations were fit to a sum of eight damped cosine functions, identifying several oscillating components that contribute to the overall signal. The rephasing and non-rephasing contributions were separated and examined independently. Both components showed clear signs of oscillations, albeit similar in general, a Fourier transform of the separate components indicated two modes very close in frequency: 21 THz (700 cm\(^{-1}\)) and 26 THz (870 cm\(^{-1}\)). One of those frequency components was clearly visible in the rephasing trace while absent in the non-rephasing trace.

Further investigations were performed on PC645 using a related two-colour technique [151]. In these experiments, two pump beams excited the sample followed by a time-delayed probe beam to monitor the dynamics in a similar geometry as typical 2DES measurements. However, instead of using three broadband pulses to excite and probe all possible pathways, three narrowband pulses were used, two to excite and one to probe a limited number of specific pathways. This approach reduces the number of contributions to the overall signal and more clearly identify the signatures of coherences in PC645. In the reported results, the authors chose separated, non-overlapping spectra for the two excitation pulses. The choice of non-overlapping spectra ensures that signal measured in
the chosen phase-matched direction is radiated by molecules left in a coherence after interacting with the two excitation pulses with no contribution from molecules left in a population. This technique can provide a direct measurement of the lifetime for a single coherence. Using this technique, Richards et al. [151] observed a coherence with a lifetime of 500 fs in PC645 at cryogenic temperatures. The laser central wavelengths were tuned such that the authors expected to excite a coherence between the DBV+ exciton state and the electronic excited state of one of the MBV bilins. In its presented form, however, the experiment did not distinguish between vibrational or electronic coherences, so it is difficult to clearly identify which coherence lifetime was measured. Similar to transient absorption spectroscopy with a narrowband pump—this technique has the potential to clarify the dynamics of individual coherences as the number of pathways contributing to the overall signal is significantly reduced.

Given the challenges of distinguishing coherences between electronic excited states from vibrational coherences in two-dimensional spectra, an alternative theory to the nature of the oscillations was recently proposed [152]. This work compared the spectrally integrated pump-probe response of a vibrational coherence in a system with a single excited electronic state to that of a coupled electronic dimer in the limit of an infinite bandwidth pump—infinite bandwidth probe experiment. In ultrafast pump-probe spectroscopy, excitation of a two-level electronic system with accessible vibrational levels on the ground and excited states, creates a vibrational wave packet which oscillates on either the ground or excited state manifold. For a single probe-pulse wavelength, the wave packet oscillations increase or decrease the probability of absorption or emission leading to oscillations in the pump-probe spectrum [153–155]. However, for a spectrally integrated measurement, the total probability for absorption or emission does not change and the oscillations in the pump-probe signal average to zero amplitude. By contrast, in a system with two excited electronic states that are in a coherent superposition, the evolution of two wave packets on the different electronic states depends on the relative accumulated phase of the excitation in each of the electronic states and does not spectrally average to zero. Through a careful analysis of the two cases, vibrational and excitonic coherence, the authors demonstrated that as the bandwidth of both pump and probe pulses are increased in a spectrally integrated pump-probe experiment, the oscillations due to a vibrational coherence should decay to zero linearly with the pump and probe pulse temporal durations, whereas the excitonic coherence should have residual oscillations. In principle, this technique can provide a relatively simple alternative approach to identify different modes present in the ultrafast spectroscopic measurements.

4.4. Towards more realistic models for vibronic coherence

We do not anticipate that coherences that are purely electronic act to promote energy transfer in light-harvesting complexes. In many of these systems, electronic transitions often couple strongly to selective vibrational modes whose frequencies match those of electronic energy gaps, and therefore a significant amount of mixing between electronic and vibrational degrees of freedom can occur [156]. This is the concept behind the famous Förster spectral overlap. Therefore, the frequency of oscillations in optical spectra may have a mixed vibronic origin rather than correspond to the purely electronic or purely vibrational frequencies [67,157]. Limitations of the simple exciton model in the presence of strong coupling to vibrational modes are well recognized [158,159].

Recently, a model was proposed by Tiwari et al. [148] attempting to address this issue in the context of prior experimental data, mainly focusing in the FMO data. They incorporated a non-adiabatic model to analyse the dynamics of a photoexcited electronic dimer system, where each pigment coupled to a discrete localized vibrational mode with a vibrational frequency matching the purely electronic exciton gap. In such a system, there is significant mixing between electronic and vibrational degrees of freedom. They focused on the behaviour of the system in the presence of the anticorrelated vibrational coordinate (a projection of the two localized vibrational coordinates) that delocalizes over the two pigments as it is the anticorrelated vibrations that shift the relative energy of the two chromophores, and therefore has an impact on the dynamics. With this model, they were able to reproduce many of the results reported in the experimental two-dimensional spectra including the suppression of the oscillation in the cross peaks of the non-rephasing spectrum reported in 2DES data on PC645. Their conclusion was that non-adiabatic coupling between the two chromophores led to coherent anticorrelated vibrational oscillations on the electronic ground state, which behaved differently from typical ground-state vibrational wave packets in the two-dimensional spectra.

Distinguishing the Tiwari model from the three-/four-level model described earlier requires even further improvement in the signal-to-noise ratio of the 2DES measurements. Taking another approach, we recently analysed broadband pump-probe experiments (PC Arpin et al. 2013, unpublished data). We clearly conclude that the oscillations in data recorded for several cryptophyte antenna complexes originate from the excited state manifold (electronic and vibration coherences), which is inconsistent with the Tiwari model for our excitation conditions in the experiment.

5. Coherent excitation dynamics: what it means for light harvesting

The experimental evidence of recent years indicating that energy transfer in several antenna complexes may involve quantum coherent evolution of electronic excitations has raised many questions. For example, what are the implications for light harvesting? At the heart of the scientific discussion has been the possibility that corrections to hopping transport by coherence effects, even if they are relatively subtle, may enhance light-harvesting function.

The main figure of merit in the numerous studies addressing the connection between coherent excitation dynamics and energy transfer performance has been the quantum yield, i.e. the probability that an absorbed photon results in a charge separation at a reaction centre [47]. Within this framework, optimal transport appears to lie in an intermediate regime of coupling to the environment, not too weak, where transfer is purely coherent, as to allow migration in heterogeneous systems, not too strong where the environment completely localizes excitation [111,160–162]. Although, in principle, transport in such an optimal regime may involve coherent dynamics, there is scant evidence that energy transfer involving this kind of
A possible scenario where coherent evolution may enhance transfer to acceptor sites is in the case of disordered antennae containing weakly coupled chromophores under the presence of coupling to non-equilibrium discrete vibrational modes, mentioned in §3 [67]. Yet, further studies are needed in order to clearly establish whether coherent exciton dynamics play any role in light harvesting and also whether it could be exploited in technological applications. In this direction, new performance measures and desired functionalities going beyond fast exciton transport should be investigated, as for instance the possibility of achieving control over energy transfer pathways [163].

On a more fundamental level, the observation of coherences under ‘laboratory conditions’ of light harvesting—that is, femtosecond laser excitation—has raised the question of to what extent such effects are relevant, or even present, in natural light harvesting [72–74,164]. After all, energy transfer is not initiated by coherent laser pulses in nature but by continuous incoherent sunlight. In the next section, we discuss how to think about energy transfer and coherent exciton dynamics under continuous and incoherent conditions of light harvesting.

### 5.1. How excitation conditions matter

The first difference between energy transfer dynamics initiated by coherent laser pulses versus incoherent sunlight, is that the degree of coherence of light will manifest in the photoexcited initial state. In this context, coherence of light refers to the presence of well-defined phase relationships between waves (or photon states in the quantized picture) at different frequencies. Thus, excitation with coherent light will, in general, give rise to a coherent superposition of energy states, whereas incoherent light will give rise to statistically independent excitations at different energies. That difference in excitation conditions can, in turn, lead to significantly different dynamics. Consider, for example, the case of an isolated molecule with fixed energy levels. It has been shown that a coherent pulse of light prepares the system in a coherent superposition of molecular eigenstates, and hence coherences evolve under unitary evolution. On the contrary, thermal incoherent light, such as sunlight, only populates a statistical mixture of eigenstates resulting in a stationary state that does not evolve in time, at least in the case of an isolated small molecule at low temperature [72,165]. Hence, it has been stated that thermal light not only does not induce coherent evolution but does not induce evolution at all.

Although this example nicely illustrates that coherent and incoherent light can induce very different molecular responses, it concerns an extremely idealized system that fails to capture well-known phenomena in real molecules, and thus does not provide any compelling evidence in favour or against the possibility of coherent dynamics in natural light harvesting. In particular, experiments dating back to the 1960s have shown that isolated molecules irradiated with continuous incoherent illumination exhibit a fluorescence yield smaller than unity owing to the occurrence of radiationless transitions between different electronic states [166–169]. This is evidence of incoherent illumination inducing dynamics even in isolated molecules. These dynamics are possible because in real molecules, electronic states couple to a continuum of vibrational modes rather than forming a discrete and static set of energy states. In this case, light does not excite eigenstates of the full electronic and vibrational degrees of freedom, and thus the photoexcited state is not stationary. In particular, vibrations allow resonances, and hence transfer between electronic states [168,169]. The same is true for multi-chromophoric antennae, where vibrational modes now include not only molecular vibrations but also those associated with protein and solvent.

Based on our premise that excitation dynamics happen under continuous incoherent light illumination, we are interested in answering the question of what are the mechanisms underlying these dynamics. Are coherent mechanisms at play or can energy transfer be fully modelled in terms of a classical rate equation where light incoherently populates electronic states that then incoherently transfer excitation to other states? Because of the incoherent nature of sunlight, we expect an incoherent population of electronic eigenstates [73,108]. Based on our discussion in §3, coherent exciton dynamics could be involved in energy transfer in this case under a regime of intermediate to strong electron–phonon coupling (i.e. under dynamical localization), and a slowly relaxing vibrational environment. Such regime is commonplace in light-harvesting systems and therefore it is likely that descriptions beyond hopping-like master equations are needed to adequately describe light harvesting.

Even though, as we have argued, a microscopic description of light harvesting under continuous illumination may often need to involve interactions associated with coherent (unitary) exciton evolution, there is a second issue that arises when discussing the relevance of coherent dynamics under continuous illumination (e.g. sunlight). That is, whether single realizations of the dynamics induced by the absorption of a photon are physically meaningful [72]. Furthermore, all possible realizations of the system could destructively interfere and destroy any quantum effects in the average dynamics [72,74,164].

Under constant pumping of excitation a multi-chromophoric system will reach a steady state shortly after illumination is turned on. However, such a steady state represents an ensemble of all possible individual realizations of the system. In each individual system, dynamical evolution still happens. In fact, energy transfer is in essence a dynamical process, where chromophores absorb light and then transfer the energy to other spatially separated molecules until excitation is trapped at a reaction centre or dissipated via fluorescence. Therefore, individual realizations of the dynamics should be physical. For example, in the steady state the rate of charge separation in a single reaction centre will be constant in time. But this does not mean that the reaction centre is continuously transferring an electron but, rather, that at stochastic intervals charge separation is established.

The difficulty in assigning a physical meaning to the dynamics that underlie the average steady state, for instance energy transfer subsequent to absorption of a photon, relies on the measurement problem in quantum mechanics [72]. Stochastic events during evolution such as photon absorption or emission are not well defined but only their detection is defined. Moreover, single realizations of the system only gain meaning in relation to the observation of such events. Then care needs to be taken when thinking about and assigning physical meaning to ultrafast exciton dynamics in continuous light harvesting. Nevertheless, dynamical evolution initiated by light, where quantum dynamics may
underlie the mechanism of energy transfer at least transiently, does happen and, in principle, could be observable. Furthermore, in such a non-equilibrium transport scenario, coherent dynamics could play a role as long as transfer occurs faster than dephasing by the environment.

Recent work in our group has taken initial steps towards addressing some aspects of these questions from an experimental perspective by performing 2DES measurements of laser dyes using an incoherent light source (figure 8) that more closely mimics the solar radiation that drives photosynthesis in nature [170]. These experiments used the amplified spontaneous emission (ASE) from an unseeded laser amplifier. Much similar to sunlight, this stochastic light source does not have a well-defined phase relationship between different colours in the spectrum. Furthermore, while pulsed, the duration of the ASE pulses is much longer than the slowest photoexcited dynamics present in the samples studied and can be considered a continuous illumination source. The incoherent 2DES results produce many of the same features observed in the femtosecond experiments—somewhat surprising given the very different nature of the light sources used. Incoherent 2DES was proposed by Turner et al. [171] and built on prior experiments in the field of noisy light spectroscopy [172–176] where many of the non-linear spectroscopies using femtosecond pulses have been reproduced in with incoherent sources capable of obtaining much of the same information.

There is work left to do to fully understand these new results gleaned from two-dimensional noisy light spectroscopy, but they suggest that the observed coherences are not a consequence of the properties of the light source used, but a consequence of the ways signals can be generated by nonlinear spectroscopy. In other words, the nonlinear optical experiments reveal information about the underlying Hamiltonian on the system rather than directly reflecting the dynamics of light-initiated energy transfer. This is a subtle but important point.

5.2. What we have learned from two-dimensional electronic spectroscopy and a wish list for new experiments

2DES has revealed oscillatory components in the ultrafast light induced dynamics of electronic excitations in photosynthetic light harvesting. A possible signature of long-lived quantum-mechanical evolution of electronic excitations, these results have opened a new research field aiming at elucidating the origin of these spectroscopic signatures as well as revising our current understanding of the microscopic mechanism for light harvesting. Unfortunately, the difficulty in interpreting the two-dimensional spectra of complex systems such as pigment–protein complexes has meant that the origin of these coherences—electronic, vibrational or mixed vibronic—is still an open question. But if these observations indeed indicate that coherent evolution of quantum superpositions of intermolecular electronic states are long lived, it means that two-dimensional spectroscopy has uncovered that, as opposed to common wisdom, the regime of energy transfer is such that unitary (quantum) evolution can be involved, at least partly, in electronic energy transfer.

Even if the origin of the experimental observations may not be clear, theoretical work that has not focused on the experiments but rather on microscopic theories for energy transfer are also an important piece in the puzzle to understand whether energy transfer may be coherent or not. Indeed vast numbers of theoretical studies have developed and applied a theoretical framework to investigate energy transfer in light-harvesting complexes. Using realistic parameters for electronic structure and the environment, researchers have shown that the regime of energies and coupling in pigment–protein complexes is such that coherent evolution can survive in the 0.1–1 ps timescale range (depending on temperature). Therefore, even when precise elucidation of oscillatory dynamics in the two-dimensional spectra is still being debated, this does not mean that electronic coherence is not involved in light harvesting.

In addition to what is known so far from two-dimensional spectroscopy and theoretical work, new experimental techniques are desirable to resolve some of the current issues where two-dimensional spectroscopy is limited. Here we mention two points. First, one of the big questions in the field is whether coherent dynamics are observed in experiments owing to the coherent and ultrafast nature of the excitation. In this direction, two-dimensional spectroscopy with incoherent light as proposed by Turner et al. [171] may provide a decisive tool to clarify whether coherent dynamics are only consequence of an ‘artificial’ excitation process or whether instead the characteristics of the pigment–protein complex allow such effects under solar-like light. Second, conventional spectroscopic techniques deal with ensembles of different complexes, and therefore the averaging over different complexes may obscure certain dynamical features. The single-molecule experiments related to those being developed by van Hulst and co-workers [177,178] will help reveal how individual complexes harvest light and the significance of static disorder. Recent theoretical work has suggested that three pulse photon echo techniques could be applied to single molecules to obtain the dynamics hidden by the ensemble average [179].
5.3. What we conclude for photosynthetic light harvesting

The most important conclusion that we can draw from the vast amount of work over recent years on coherence and coherent dynamics in light harvesting is that both the suggestions by experiments and predictions by theory are accumulating evidence that the mechanisms for energy transfer in light-harvesting involve quantum coherence. More surprisingly, exciton dynamics appears to be dictated, at least partly, by quantum unitary evolution. The significance of coherent dynamics for light-harvesting function is yet unclear and may be subtle, but these effects are likely to nevertheless alter the microscopic picture of energy transfer. Together, all this work is providing a detailed picture for how light-harvesting complexes function.
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