A significant fraction of seasonal and in particular pandemic influenza deaths are attributed to secondary bacterial infections. In animal models, influenza virus predisposes hosts to severe infection with both *Streptococcus pneumoniae* and *Staphylococcus aureus*. Despite its importance, the mechanistic nature of the interaction between influenza and pneumococci, its dependence on the timing and sequence of infections as well as the clinical and epidemiological consequences remain unclear. We explore an immune-mediated model of the viral–bacterial interaction that quantifies the timing and the intensity of the interaction. Taking advantage of the wealth of knowledge gained from animal models, and the quantitative understanding of the kinetics of pathogen-specific immunological dynamics, we formulate a mathematical model for immune-mediated interaction between influenza virus and *S. pneumoniae* in the lungs. We use the model to examine the pathogenic effect of inoculum size and timing of pneumococcal invasion relative to influenza infection, as well as the efficacy of antivirals in preventing severe pneumococcal disease. We find that our model is able to capture the key features of the interaction observed in animal experiments. The model predicts that introduction of pneumococcal bacteria during a 4–6 day window following influenza infection results in invasive pneumonia at significantly lower inoculum size than in hosts not infected with influenza. Furthermore, we find that antiviral treatment administered later than 4 days after influenza infection was not able to prevent invasive pneumococcal disease. This work provides a quantitative framework to study interactions between influenza and pneumococci and has the potential to accurately quantify the interactions. Such quantitative understanding can form a basis for effective clinical care, public health policies and pandemic preparedness.

1. Introduction

In a typical year approximately 250 000–500 000 people die of influenza worldwide [1], with significantly more deaths occurring during pandemic years [2]. However, a large fraction of influenza deaths is attributable to bacterial infections, either simultaneously with or closely following influenza [3,4]. A common bacterial infection secondary to influenza is pneumonia, caused primarily by
Streptococcus pneumoniae and Staphylococcus aureus. Similar to influenza, these bacterial infections are seasonal and peak during the winter months in temperate countries [5,6]. Bacterial pneumonia causes significant morbidity and mortality, especially among very young children and the elderly [7]. Identifying the mechanisms underlying the association between influenza and the severity of pneumococcal infections, and determining their clinical and epidemiological consequences are a research priority because of their potentially important implications for prevention and control, and pandemic influenza preparedness.

Although an association between influenza and bacterial pneumonia has been observed—especially during pandemics—definitive evidence for an interaction has come from animal models. A relationship between influenza infection and subsequent bacterial colonization was noted in animal experiments as early as the 1940s [8]. Subsequent studies found that influenza infection predisposes an animal to a more severe pneumococcal infection [9]. The viral–bacterial interaction is not limited to influenza and S. pneumoniae; similar interactions have been noted between human metapneumovirus and S. pneumoniae [10] and between influenza and S. aureus [11–13].

Several mechanisms have been proposed to explain this phenomenon [9,14]. These include a range of viral mechanisms that facilitate bacterial adherence or proliferation, such as epithelial damage [15,16], the expression of viral neuraminidase [17,18], exposure of platelet-activating factor receptor [19–21] or a reduction in the efficiency of innate immunity, particularly alveolar macrophages, through the invoked expression of different cytokines (e.g. interferon-γ (IFN-γ) [11,22], interleukin 10 (IL-10) [23], type I IFN [24,25]). Although not as numerous, mechanisms have been proposed to elucidate how bacterial infection might facilitate subsequent viral infection, including viral usage of bacterially derived protease for infectivity [26,27].

Focusing on the kinetics of within-host infection dynamics, together with a putative immune-mediated interaction mechanism, we integrate previously proposed models for influenza and S. pneumoniae to create a virus–bacterium model. Both the influenza [28] and pneumococcal pneumonia [29] models were developed as stand-alone models, parameterized with data from experimental challenge with the focal pathogen. We then coupled these models on the basis of one of the proposed mechanisms of viral–bacterial interaction, whereby cytokines expressed as a response to viral infection interfere with the functioning of macrophage-based response to subsequent bacterial exposure [22,25]. The complete model provides quantitative predictions of dual infections, which enables us to study the consequences of important features of the interactions, such as timing of the infection, dose–response and the antiviral treatment.

We find that predictions born out of the model successfully capture several key features of sequential infections observed in animal experiments. In particular, the model predicts that exposure to pneumococcal bacteria approximately 4–6 days following influenza infection can significantly enhance the risk of invasive pneumonia. Additionally, we find that antiviral treatment is expected to be efficacious only when administered during the early phase of influenza infection. We discuss how these results compare with experimental data, the implications of these results for clinical care, and expected differences in the association between the two during pandemic and non-pandemic influenza outbreaks.

2. Material and methods

We proceed by first presenting mathematical models previously proposed to describe the within-host dynamics of influenza [28] and pneumococcal [29] infections in isolation. Each model attempts to capture the kinetics of pathogen proliferation, the resultant immune response and its impact on pathogen load during the course of an infection. Subsequently, we combine these pathogen-specific models via an interaction model, which enables an examination of the effect of interaction between these viral and bacterial pathogens. In figure 1, we present a schematic of our model.

2.1. The influenza model

Several mathematical models have been proposed to describe the kinetics of influenza virus and the impact of a subsequent
immune response [30–32]. The model we examine here is adapted from that proposed by Handel et al. [28]. Following infection, the virus proliferates via infection of ‘target cells’, which then generate more viral particles. The immune response is separated into two broad categories: (i) an innate immune response that is activated early in the course of infection and mostly works to contain the viral population in the host and (ii) an acquired immune response that acts later and is crucial in eventual viral clearance. In figure 1, we present a schematic of the model. The mathematical equations describing the system and the parameter estimates are presented in the electronic supplementary material, equations S1 and table S1, respectively.

Handel et al. [28] parametrized the within-host influenza model by statistical fitting to data from two separate experimental studies: (i) the study by Kris et al. [33], which observed viral loads in both wild-type (normal) and nude, athymic (no antibody response) mice during an H3N2 infection, and (ii) the study by Iwasaki & Nozima [34], which documented viral loads, IFN and antibody levels, as well as lung lesions in mice with H1N1 infection under various permutations of treatments. We illustrate representative viral titres and different measures of immune response over the course of the infection, as predicted by the model, in the electronic supplementary material, figures S1 and S2. Note that, in the electronic supplementary material, we examine the sensitivity of our findings to this choice of influenza model.

2.2. The Streptococcus pneumoniae model

The pathogenesis of a pneumococcal infection depends on the expression of several virulence factors of the bacterium, together with a series of host immune responses [35]. Furthermore, the dynamics of the interaction between the pathogen and the immune response depend on (i) location: for instance, the host relies on serum and mucosal antibodies for clearance when the bacteria reside in the nasopharynx [36–38], whereas macrophages and cytokines play a crucial role in containing bacterial growth in the lungs [39–41], and (ii) timing: for instance, resident macrophages are available at the beginning of the infection, whereas neutrophils recruited via cytokines arrive a few hours after infection [42]. The approach we adopt is to focus on pathogenesis once the bacterium has progressed to the lower respiratory tract and the lungs, where macrophages and cytokines of the innate immune response are the main protagonists [40].

The best available description of the progression of pneumococcal infection in the lungs is afforded by the model developed by Smith et al. [29]. This model assumes a three-pronged innate immune response to infection with S. pneumoniae (figure 1). Resident alveolar macrophages act as the first line of defence and are critical in controlling bacterial growth during the initial phase of the infection [39]. These macrophages trigger a neutrophil response via cytokines, which are active within a few hours of the infection [41]. The neutrophil response may not be sufficient to clear the bacteria and in turn triggers monocyte-derived macrophages that appear 24–48 h following infection. Depending on the initial bacterial dose, the three-pronged innate immune response can either (i) clear the pathogen without establishment, (ii) lead to an acute infection, with eventual clearance, or (iii) fail to control the bacterium.

Smith et al. [29] confirmed their model’s veracity by carrying out extensive experimental studies, where normal mice are challenged with different inocula of S. pneumoniae, and the bacterial load in the lung tracked through time. Dynamics vary with inoculum sizes: a small inoculum of 10^3 colony-forming units (CFUs) is rapidly cleared from the lung; an intermediate inoculum of 10^4 CFUs is cleared but only after a peak; and finally a large inoculum of 10^5 CFUs is not cleared. The full description of the mathematical model, its parameterization and examples of different infection outcomes can be found in the original paper [29] and are reproduced in the electronic supplementary material, figure S3, table S2 and equations S2, respectively.

2.3. A model for influenza–pneumococcus interaction

Our integrated model focuses on the effects of influenza infection on subsequent invasion by S. pneumoniae. Alveolar macrophages are a critical part of host immunity against bacterial infections, as they carry out phagocytosis and produce cytokines to recruit neutrophils [22,39–41]. Experimental studies have shown that viral infection interferes with the functioning of alveolar macrophages in subsequent bacterial clearance, either in the intracellular phagocytic process (phagosome–lysosome fusion) [43,44] or in both the ingestion and killing of bacteria [45]. We assume that the operating efficiency of the resident alveolar macrophages is reduced by the expression of interferons resulting from viral infection. This is in line with observations made by Sun & Metzger [22] in a mouse model that IFN-γ produced after viral infection inhibits the functioning of resident alveolar macrophages, which are crucial for containing the growth of bacteria in the initial phase of infection.

We model the efficiency of the resident alveolar macrophages, \( \Phi \), by the following equation:

\[
\Phi(t) = 1 - \frac{|\text{IR}_V(t - \tau_V)|^\sigma}{I_{\text{max}} + K}
\]

Here, the efficiency of the resident macrophage at time \( t \), \( \Phi(t) \), is assumed to be inversely related to the innate immunity mounted in response to the preceding influenza infection, \( \text{IR}_V \), with a time delay of \( \tau_V \). This delay is taken to be 1.3 days, the same as that associated with innate immunity’s action on the reduction of viral reproduction [28]. The parameter \( K \) determines the strength of interference: when \( K = 0 \), the inhibitory effect is maximal, while larger \( K \) results in lower interference effects. The exponent \( \sigma \) determines the shape of the interference: \( \sigma = 1 \) implies a linear relationship between the cytokine levels and inhibition, \( \sigma < 1 \) implies a saturating relationship. \( I_{\text{max}} \) is the maximum level of virus-specific innate immune response. The values of the parameters used for the main results are given in table 1. Sensitivity to variation in the parameters is explored in the electronic supplementary material, figures S6, S7 and S11.

In the absence of a preceding viral infection, the virus-specific innate immune response is absent, i.e. \( \text{IR}_V = 0 \), and resident alveolar macrophages are fully functional, i.e. \( \Phi = 1 \). In this case, the pneumococcal infection proceeds independently, as described by the S. pneumoniae model, whereas, in the presence of an on-going viral infection, the efficiency of the resident alveolar macrophages depends inversely on the level of the virus-induced innate immune response, \( \text{IR}_V \). The ensuing pneumococcal infection in the presence of preceding viral infection is fully detailed in the electronic supplementary material, equations S4. Note that, for these parameter values, the interaction \( \Phi \) decreases linearly from 1 when \( \text{IR}_V = 0 \) to 0 when \( \text{IR}_V = I_{\text{max}} \).

2.4. Antiviral treatment

We establish the patient care consequences of the influenza–pneumococcal interaction by examining the role of antiviral
treatment on the severity of bacterial infection. Antiviral treatment is modelled to block viral production that occurs via infected target cells, the effect being representative of oseltamivir treatment. For antiviral drugs administered at time $t_{AV}$, the fractional reduction of the viral production via infected target cells, $AV$, is modelled as follows:

$$AV = \begin{cases} 0 & \text{if } t < t_{AV} \\ 0.9 & \text{if } t \geq t_{AV} \end{cases}.$$ 

In this formulation, the viral production is reduced by 90% after the introduction of antiviral drugs. The ensuing effect of antivirals on the viral kinetics is detailed in the electronic supplementary material, equation S5. By varying parameter $t_{AV}$, we explore the effect of antivirals administered at different times following influenza infection.

2.5. Computation

The resulting model is a system of coupled delayed differential equations, which are presented in the electronic supplementary material in their entirety. We numerically solve this model while systematically varying inoculum sizes, and the timing of co-infection and antiviral treatment in order to understand the epidemiological impact of influenza–pneumococcal interaction. All of the computations were conducted using freely available software R [46]. The systems of delayed differential equations were solved numerically using R package PBSddesolve. The resulting pneumococcal infections are classified into three qualitatively distinct categories, as follows. (i) Severe invasive infections that are not cleared (coloured dark red in the figures). The criterion used for this classification is: bacterial load is not cleared up to 15 days after inoculation with pneumococcal pneumonia. (ii) Acute infections that are eventually cleared (coloured orange in the figures). The criterion used for this classification is: bacterial load is cleared, but only after it first increases by 10-fold. (iii) Transient infections that are cleared rapidly (coloured pink in the figures). The criterion used for this classification is: bacterial load is cleared before it can increase by 10-fold.

3. Results

3.1. Immune interaction leading to enhanced susceptibility

We find two key predictions resulting from immune-mediated pathogen interaction. First, the timing of bacterial infection determines its invasion success and clinical severity. In the absence of a recent history of influenza infection, the introduction of pneumococcus will lead to a severe outcome only when the inoculum size is sufficiently large (figure 2). Resident alveolar macrophages acting in concert with other parts of the immune response are able to clear infections at low dosage. Only when confronted with a large dosage do they fail to clear the bacteria. In contrast, when the bacterial inoculation coincides with the proliferation of IFNs, there is an inhibitory effect that impairs the functioning of macrophages. As a result, initial bacterial growth is unchecked, leading to severe consequences. The model predicts that enhanced susceptibility is observed during a brief window of time, approximately between 4 and 6 days following influenza infection. This is consistent with results of mouse experiments in which the severity of co-infections depends critically on the exact time schedule of the two infections [19] (also reproduced in the electronic supplementary material, figure S4). Co-infections in which the bacterial infection lags viral infection by 5–7 days were more severe, resulting in greater bacterial growth [22,25] and contributing to increased mortality (decreased survival and mean survival time [19]) and morbidity (increased weight loss [10]). When the order of infections was reversed or when they were simultaneously inoculated, the infections were not as severe [19].

The second prediction of the model is a significant dose dependence. In the absence of influenza infection, a pneumococcal dose in excess of $10^7$ CFUs is required for successful invasion. As shown in figure 2, if exposure occurs in the critical period between 4 and 6 days after viral infection, inoculum sizes significantly less than $10^6$ are sufficient to generate substantial bacterial growth, consistent with empirical results [19]. Both predictions are robust to variations in the shape and the extent of the model for interaction. In the electronic supplementary material, we demonstrate the robustness of our findings by carrying out extensive sensitivity analyses.

3.2. Implications for antiviral treatment

In figure 3a,b, we present the model output when antivirals are administered 2 (figure 3a) and 4 (figure 3b) days after influenza infection. The window of enhanced susceptibility is eliminated if antiviral treatment commences only 2 days into a viral infection, whereas by day 4 antivirals will have a negligible impact. This point is further illustrated by figure 3c, where we systematically explore the effect of varying the timing of antiviral treatment on the severity of pneumococcal infection when the bacterium invasion occurs 5 days after viral infection. Treatments need to be administered within the first 4 days of influenza infection in order to prevent the increased susceptibility to secondary pneumococcal infection. A less optimistic assumption, comprising 50% antiviral efficacy, shows similar results (see the electronic supplementary material, figure S12), suggesting that our findings are more sensitive to the timing of the therapy rather than the efficacy of antivirals.

4. Discussion

Understanding how viral infections affect immunity and susceptibility to subsequent invasion by other pathogens remains an important challenge. This is particularly true for influenza virus, since it is known to be responsible for a significant number of deaths annually, many of which are due to secondary bacterial infections. To examine this phenomenon, we formulated a model of viral and bacterial infection kinetics in the lower respiratory tract and the lungs. In these organs, alveolar macrophages are a key component of the innate immune system in orchestrating bacterial clearance [39–41]. Viral infection interferes with the routine functioning of these macrophages, reducing early bacterial clearance and increasing the risk of more severe infection [22,43–45]. Since viral interference is modulated via cytokines, the timing and duration of cytokine production is paramount in defining susceptibility to bacterial invasion. Our model prediction concerning the window during which susceptibility to bacterial infection is amplified is consistent with studies of co-infection in animal models [19]—the interaction is asymmetric (virus affects bacterium) and only operational during the 4–6 day period following influenza infection.
Our treatment of secondary bacterial pneumonia has considered the timing of exposure to pneumococci relative to influenza infection, but it is also applicable to instances of prior colonization with the bacterial pathogen. Asymptomatic carriage of both pneumococcal and staphylococcal bacteria in the nasal cavity and upper respiratory tract is common, and thought to be the source of subsequent invasive pneumonia [47]. Influenza infection may also enhance bacterial colonization of the upper respiratory tract [48], and thereby increase the risk of secondary bacterial pneumonia. Coughing induced by viral infection may aid in aspiration of bacteria from the nasal cavity into the lungs. However, not all bacteria are equally likely to cause pneumonia. The risk of pneumococcal pneumonia is serotype dependent [49].

It is worth emphasizing that, although our model is based on influenza A virus and S. pneumoniae, the cytokine response is a general mechanism that is likely to be broadly triggered. The timing and the intensity of the generated cytokine response are key in understanding the outcome of other viral–bacterial interactions. However, these interactions probably vary with viral subtypes and bacterial strains. In general, the mechanisms underpinning enhanced susceptibility and subsequent pathogenesis should hold for a range of other viral–bacterial infections. The fact that murine experiments based on different viral and bacterial systems find...
similar viral–bacterial interactions [10, 43, 50] (especially, influenza A with *S. aureus* [11–13]) testify to the potential generality of this interaction. Model formulation using the kinetics of different pathogens will help to generalize the interactions across different systems as well as elucidate key differences between them.

The sensitivity of our conclusions to our choice of within-host models is important to address. Other than the model by Smith *et al.* [29], we are not aware of any other experimentally confirmed model of the progression of *S. pneumoniae*. There are, however, several proposed models for influenza [31, 51, 52]. Of these, the model developed by Handel *et al.* [28] is best suited for our purposes for three key reasons: (i) in contrast to models based on human [30] or equine [31] influenza, the model by Handel *et al.* is based on a murine challenge system, with which all experiments on viral–bacterial interactions are studied; (ii) it explicitly considers innate immunity; and (iii) it is statistically fitted to experimental data. That said, we have explored the robustness of our findings to alternative formulations of the Handel *et al.* model, concerning the shape and strength of interference (electronic supplementary material, figure S6) and the potential dependence of immune response on viral load (electronic supplementary material, figure S7). It is important to emphasize that we have additionally examined the sensitivity of results presented in figures 2 and 3 by implementing the alternative influenza model proposed by Baccam *et al.* [30]. As shown in the electronic supplementary material, figures S8–S10, our conclusions are qualitatively unaffected by the precise choice of influenza infection model.

Our work only focused on one of the several proposed pathways of influenza–pneumococcal interactions—that cytokines expressed as a part of the innate immune response to preceding viral infection interfere with the macrophage-based clearance of subsequent pneumococcal infection [22, 25]. Our results show that this hypothesis can generate model outcomes that are consistent with experimental data on sequential infections. Bearing in mind that the pathogen-specific models of influenza and pneumococcal pneumonia were formulated to explain the course of infection in the absence of any interaction with other pathogens, our results underline the surprising consistency of the proposed

---

**Figure 3.** Limitation of antiviral treatment in preventing severe secondary pneumococcal infection. (a,b) Pneumococcal infections (as shown in figure 2) with antiviral treatments administered at days 2 and 4 post influenza, respectively. While the treatment administered at day 2 is able to prevent severe manifestation of the pneumococcal infection, its effect is significantly reduced when administered at day 4. (c) The consequences of administering treatments at various times (plotted on the horizontal axis) on the worst manifestation of the interaction (as it would at day 5 without treatment) at different intervals (plotted on the horizontal axis). The three colours represent qualitatively distinct infection outcomes: (i) severe invasive infections (dark red), (ii) acute infections that are eventually cleared (orange) and (iii) transient infections that are cleared rapidly (pink). Treatment administered on and after day 4 is unable to prevent secondary pneumococcal infection.
immune-modulated interaction. However, it is important to note that this model does not consider other hypothesized pathways of interaction, such as neuaminidase-based mechanisms [17,18] or the effects of epithelial damage [15,16]. The model also ignores potential competition between virus and bacterium for epithelial cells, or the role of target cell limitations on pneumococcal infections, which may have important consequences for the dynamics of the interaction. Meaningful evaluation of these critical questions was not possible in this study owing to the absence of appropriately parametrized mechanistic models at the time of this study. As such, an important area for future research remains the development of models that allow for the incorporation of alternative hypothesized pathways of interaction, as well as distinguishing between type-I- [25] and type-II-based [22] immune modulation. The predictions and the understanding of the viral–bacterial interaction could be further enhanced by tailoring the pathogen-specific models to specifically study interaction. The ability of this model to predict the consequences of the interaction between them, when the pathogen-specific parts were originally proposed without this intention, suggests that this framework bears promise to serve as a starting template.

By necessity, our mathematical framework is based on murine models. The differences in the immune components as well as the kinetics of viral and bacterial growth between humans and mice may be important. Although there seems to be very strong agreement between the two for influenza [30,53], we are not aware of any experiments or observational studies that have explored the relevant kinetics of pneumococcal infections in humans. Furthermore, the mice in the experiments were devoid of any immune history. Therefore, understanding how immune history may potentially affect our results in a natural population represents an important research question.

Limitations aside, the proposed mathematical model provides several insights. Susceptibility to secondary pneumococcal infection is dramatically increased during a critical window between 4 and 6 days after influenza infection. The pathway of pneumococcal infection could be either asymptomatic carriage prior to influenza infection and subsequent aspiration into the lungs or acquisition following exposure. During this critical period, a low dose of pneumococci that would otherwise be cleared from the lung can result in severe infection. This finding is supported by animal experiments demonstrating that pre-exposure to influenza increased the probability of pneumococci invasion [8,54,55]; relevant experimental data are reproduced in the electronic supplementary material, figures S4 and S5.

Our findings have implications for understanding the epidemiology of pneumococcal infections and targeting interventions. First, the identification of risk groups for targeted prevention efforts may need to take into account differential pneumococcal colonization rates. Specifically, cohorts that are associated with higher colonization rates may be at greater risk of developing severe secondary bacterial pneumonia when exposed to influenza. While the link between pneumococcal carriage and invasive pneumonia is not well understood, our conclusion is supported by the recent finding that detection of pneumococcal bacteria in nasopharyngeal swabs was a predictor of severe pneumonia during the 2009 H1N1 pandemic [56].

Second, the detectability of an association between influenza and invasive pneumonia is predicted to depend on the size of the influenza epidemic. Because the immune-mediated interaction is only operational after a brief window of time, the contribution of seasonal influenza to invasive pneumococcal disease risk may be difficult to discern from incidence data. However, during unusually large influenza outbreaks, such as a pandemic, a larger and a more observable frequency of invasive pneumococcal disease is predicted. Although the documentation of a high incidence of pneumococcal infection following lung autopsies of influenza victims during past influenza pandemics [3] is consistent with this prediction, a conclusive test requires access to longitudinal incidence data, which have proved elusive to date. Accounts of bacterial pneumonia cases in army camps across the USA during the 1918 pandemic [57] and hospital admissions during the Asian [58,59] and the Hong Kong [60,61] pandemics indicate high rates of bacterial co-infections in influenza patients. A significant impact on pneumococcal pneumonia was also observed during the 2009 influenza pandemic. Crucially, the variance in the magnitude of this effect between age groups correlated with the variations in influenza activity [62]. These, taken together with recent studies that find a low detectable association between seasonal influenza and invasive pneumococcal disease [63,64], suggest that there is a stronger association during pandemic years. The inability to detect a pronounced epidemiological correlation between the two during non-pandemic years is, we suggest, more likely to be a reflection of the brief duration of this interaction, rather than definitive evidence against the possibility that influenza affects pneumococcal transmission. The fact that a sensitive probe such as a vaccine trial using conjugate pneumococcal vaccine detects a larger impact of the pneumococcus on influenza-associated pneumonia even during seasonal influenza [65] provides more support to this hypothesis.

An important clinical implication from the model concerns when antiviral administration is effective in preventing severe invasive pneumonia in influenza patients. By day 4 of influenza infection, the cytokine response elicited by the virus has begun interfering with the macrophage response against bacteria. Consequently, after day 4, antivirals, even when they are highly efficacious, are ineffective in preventing severe invasive pneumonia. Further studies of antiviral treatments are urgently needed to verify this prediction, but it is in line with at least one study in mice that explored the time sensitivity of antiviral treatment [66] (also reproduced in the electronic supplementary material, figure S5). Another barrier to invasive pneumococcal disease prevention using antivirals is the timing of influenza symptomatology, typically observed 3–4 days into the infection [67,68]. Furthermore, experimental work on a primate model indicates that the interaction may proceed even earlier [69]. Hence, in the absence of concerted contact-tracing efforts (unfeasible during influenza epidemics or pandemics), attempts to reduce severe secondary pneumococcal infections via clinical diagnosis and therapeutic treatment of influenza patients appear doomed to failure. This conclusion underlines the importance of alternative control measures, such as influenza and pneumococcal immunization, antibiotic treatment and social distancing, aimed at reducing transmission in the community [70].
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